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This paper revisits the classical dambreak problembased on coupledComputational FluidDynamics andDiscrete
Element Method (CFD-DEM) modeling and analysis. We consider the collapse of mixtures comprised of non-
Newtonian liquids and particles, and compare themwith cases of a particle-watermixture, a dry particle column
and three pure liquids. In all cases, the fluid is simulated by the CFD, while the granular particles are modeled by
the DEM. Interactions between the fluid and the particles are considered by exchanging interaction forces
between the CFD and DEM computations. Both the macroscopic and microscopic characteristics of the particle
system, the liquid and the mixture during the dam break are examined, with particular attention placed on the
effect of solid-liquid interaction and the distinct flow behaviors considering non-Newtonian liquid in a mixture
in comparison with water. The non-Newtonian liquids are found to conform with the particles well during the
collapse process, in contrast to the separated profiles of water and particles. In comparison with pure liquid
cases and dry particle case, the solid-liquid interactions are found to play a crucial role in affecting all aspects
of the flow behavior of a mixture during its collapse, including the initiation of the collapse, the conformity of
flow profile, the evolution of flow front and the energy change. The underpinning physical mechanisms are
analyzed and correlated to the macro observations.

© 2018 Elsevier B.V. All rights reserved.
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1. Introduction

Dam break refers to the collapse of an infinite or finite volume of
fluid, particles or their mixture onto a horizontal or inclined channel.
It represents a wide range of practical problems that are of great engi-
neering importance [1]. The collapse of water-reserving dams or
earth-filling tailings dams are among themostwidely known examples.
The failure of these dams may cause catastrophic damages to both
human life and properties. For example, the overflow of reservoir
water of Vajont dam in Italy caused by a landslide in 1963 killed 1910
people. More recently, the collapse of Situ Gintung water dam in
Tangerang of Indonesia in 2009 claimed nearly 100 lives. Several recent
devastating failures of mine/waste tailings dams have drawn global
attentions on their threat to the environment and human life. One
example is the collapse of Bento Rodrigues tailings dam occurring in
Mariana, Brazil, on Nov. 5, 2015. The collapsed slurry wave flooded
the town of Bento Rodrigues, killed at least 17 people and polluted sev-
eral nearby rivers and over 15 km2 of land [2]. A tailings dam of jade
mine collapsed in northern Myanmar on Nov. 21, 2015 killed at least
113 people. Indeed, there have been over 40 similar major failures of
tailings dams reported around the world since 2000 [3].

The scientific value of dam break has long been recognized, as an
idealized problem for benchmark and verification for a range of theories
and approaches in bothmathematics andphysics [4]. In as early as 1892,
Ritter [5] has derived a theoretical solution for the flow front of water
based on a simple dam breakmodel. Late analytical studies have exam-
ined various aspects of dambreak, including the effect of flow resistance
[6, 7, 8, 9]. The majority of past studies on dam break considered the
collapse of either pure fluids or dry particles, with only quite a few on
particle-water mixtures [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20]. The
focus of the present study is placed on the collapsing of a mixture com-
posed by granular particles and non-Newtonian fluids, in reference to
engineering problems relevant to tailings dams or environmental
flows such as volcanic lava, slurry and mud flows wherein the fluid
involved is typically non-Newtonian [21]. Dam break of pure non-New-
tonian fluids such as slurry and gel has been studied in [13, 14]. Other
examples involving non-Newtonian fluids include the slump tests
[22, 23, 24] on fresh concrete in civil engineering and Bostwick tests
[25, 26, 27] for salad dressings in food industry. Consideration of non-
Newtonian fluids indeed enables better explorations of more complex
natural flows such as slurry than considering Newtonian fluids like
water only.

Conventional continuum-based studies on dam break have
commonly considered a particle-fluid mixture as an equivalent fluid
or two fluids [28]. They have largely neglected the intricate interactions
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between the fluid and the particle phases which could affect signifi-
cantly the collapse behavior of the mixture. In this study, a coupled
CFD-DEMapproach [29, 30, 31, 32, 35, 36, 37] is employed to investigate
the collapse of a mixture consisting of fluid and particles, where wewill
demonstrate that fluid-particle interactions within the mixture can
be well captured. The CFD and DEM are used to model the fluid and
particle phases in the mixture, respectively. The interactions between
thefluid and particles are considered by exchangingfluid-particle inter-
action forces between the CFD and DEM computations. The coupled
CFD-DEM simulations can capture both micro and macro flow
characteristics during dam break, which could offer new insights into
the microstructural origins underpinning macroscopic collapse and
flow of a mixture.

2. Methodology, formulation and model setup

To simulate the dam break of a particle-fluid mixture, we employ
the CFD [38] to solve the locally averaged Navier-Stokes equation for
the fluid phase, and use the DEM [39, 40] to solve the Newton's
equations governing the granular particles. Two open source software
packages, namely, the OpenFOAM [41] and the LIGGGHTS [42], are
adopted for the CFD and the DEM modules, respectively. The coupling
between the CFD and the DEM is considered by exchanging interac-
tion forces including drag force, buoyant force and viscous force. The
coupling is implemented by a modified interface program based on
the CFDEM originally developed by Goniva et al. [29] and later
extended by Zhao and Shan [30]. Detailed solution procedures can
be found in [30].

2.1. Governing equations for the particles and the fluid

The DEM [43] is employed to model the particle system in the
mixture and to solve the following Newton's equations governing
the translational and rotational motions of a particle i in the particle
system

mi
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where mi and Ii are the mass and moment of inertia of particle i,
respectively. Ui

p and ωi denote the translational and angular veloci-
ties of particle i, respectively. nic is the number of total contacts
for particle i. Fijc is the contact force acting on particle i by particle
j or walls. Fif are the particle-fluid interaction forces acting on the
particle. Fig is the gravitational force of particle i. Mt,ij and Mr,ij are
the torques acting on particle i by the tangential force and the
rolling friction force [44], respectively. The contact force Fijc is

calculated as follows based on Hertzian-Mindlin contact law as illus-
trated in Fig. 1:

Fc
i j ¼ knδni j−γnvni j
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where the terms on the right hand side refer to the normal spring
force, the normal damping force, the shear spring force and the
shear damping force, respectively. The total tangential force is the
sum of shear spring force and shear damping force, denoted by
the term in the square bracket. It increases until the shear spring
force Fsprings (i.e., Fsprings0 + ksΔδijt) reaches μFn, where μ is the friction
coefficient and Fn is the total normal force in the first parenthesis.
The tangential spring force is then held at Fsprings = μFn during fric-
tional sliding until the particles lose contact. Fsprings0 is the initial tan-
gential spring force at the previous time step. kn and ks are the
normal and tangential stiffnesses, respectively. δijn is the overlap dis-
tance in the normal direction and Δδijt is the incremental tangential
displacement. γn and γs are the damping coefficients in the normal
and tangential directions of the contact, respectively. vijn and vijt are
the normal and tangential components of the relative velocity of
the overlapped two particles.

The fluid phase in the mixture is considered to be continuous and is
simulatedwith a discretizedfluid domain in the CFD. The following con-
tinuity equation and the locally averaged Navier-Stokes equation are
solved for each of the fluid cells
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where εf denotes the void fraction (porosity). ρf is the averaged fluid
density. U f is the average velocity of the fluid in a CFD cell. p is the
fluid pressure in the cell.f p is the volumetric interaction force acting
on the fluid by the particles within each cell. τ is the viscous stress ten-
sor. The fluid properties are assumed constant within each fluid cell.

We consider both Newtonian and non-Newtonian fluids in this
study. The following constitutive equation is assumed to govern an in-
compressible, isothermal Newtonian fluid

τ ¼ μ f γ
:

ð4Þ

where μf is the fluid viscosity and _γ˙ is the shear rate. The Herschel-
Bulkleymodel is considered for anon-Newtonianfluid [45, 46] as follows

τ ¼ τc þ κγ
: n ð5Þ

where τc is the yield stress of fluid, κ is the consistency index and n is the
flow index. The following constitutive equation is considered for a Bing-
ham fluid

τ ¼ τc þ μ f γ
:

ð6Þ

It is evident that the Herschel-Bulkley model in Eq. (5) can recover a
Bingham fluid in Eq. (6) when the flow index n is set to 1.

2.2. Fluid-particle interactions

The coupling between the particles and the fluid is considered
through the exchange of interaction forces Fif in Eq. (1) and fp in Eq.
(3) between the DEM and CFD computations. The interaction force
acting on a considered particle i from the fluid Fif is calculated by

F f
i ¼ Fb þ Fd þ Fv ð7Þ

Fig. 1. Illustration of the Hertzian-Mindlin contact law used in theDEM simulation and the
model parameters adopted (the normal and tangential stiffness: kn and ks; the damping
coefficients for normal and tangential contacts: γn and γs; friction coefficient μ).
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where Fb, Fd and Fv are the buoyancy, the drag force and the viscous
force, respectively. Other interaction forces such as virtual mass force,
Basset force and lift force, which may be important in highly unsteady
flow, are not considered in this study [47]. The volumetric fluid-particle
interaction force for each fluid cell is

f p ¼ 1
Vc

Xnc

i¼1

F f
i ð8Þ

where Vc is the volume of a considered fluid cell. nc is the number of
particles in the fluid cell.

The buoyant force is defined as follows [48]

Fb ¼ 1
6
πρ f d

3
pg ð9Þ

where dp is the diameter of the considered particle. The following
expression is adopted for the drag force [49, 50]
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where Cd is the drag coefficient depending on the particle Reynolds num-
ber Rep, εf−χ is a corrective function that accounts for the influence of
other particles in the system on the drag force of the considered
particle. The corrective function is related to both the porosity εf and the
flow regime reflected byχ depending on the grain Reynolds number Rep.

The viscous force induced by the fluid shear [51–53] is calculated by
[54]

Fv ¼ − ∇ % τð ÞVp
i ð11Þ

where Vip is the volume of particle i.

2.3. Model setup for dam break simulation

Fig. 2 shows the model setup adopted for the subsequent numerical
studies of dam break. The simulation domain is bounded by six bound-
ary faces F1 − F6. A cubic sample (in blue in Fig. 2) with a dimension of L
× H ×W is initially confined at the left side of a horizontal channel be-
fore the dam (in yellow in Fig. 2) is removed to release the sample for
collapse. The dam is modeled as a rigid and removable wall in this
study. In the DEM simulation, four channel boundaries F1, F2, F5 and F6
are assumed to form fixed, rigid and frictional walls for the particles.
The right and upper faces F3 and F4 are assumed to be empty so that

any particles attempting to cross the right and upper boundaries can
exit from the simulation. Correspondingly, the CFD domain is bounded
by four no-slip boundary walls F1, F2, F5 and F6 (zero velocity and zero
normal gradient for pressure), an outlet right face F3 (zero velocity gra-
dient and zero pressure gradient) and an atmosphere upper face F4
(zero pressure) [55].

Table 1 summarizes a total of fourteen cases considered in this study.
They can be categorized into twomajor groups. Group I simulations are
aimed at verifying and calibrating the modeling of the non-Newtonian
fluids and the particles to be used inGroup II. Theflowbehaviors ofmix-
tures consisting of different non-Newtonian fluids, with or without par-
ticles, are examined in Group II. Tables 2 and 3 summarize the adopted
parameters of the fluids and the particles in the simulations. The time
steps used in the DEM and the CFD are 5 × 10−7 s and 5 × 10−5 s, re-
spectively. The determination of maximum time step for DEM is based
on the criteria of the Reyleigh time [52], whilst the time step for CFD
is determined referring to the typical coupling interval between CFD
andDEM [31, 52]. Consequently, in this study, the CFD andDEMcompu-
tations exchange information every 100 time steps of the DEM.

3. Benchmark and calibration

To verify the employed OpenFOAM and LIGGGHTS in simulating the
dam break problem, seven cases (Group I in Table 1) are considered to
examine the flow characteristics of two non-Newtonian fluids listed in
Table 2 (i.e., the Herschel-Bulkley fluid and the Bingham fluid) and the
granular material described in Table 3. The simulation results obtained
by the OpenFOAM and LIGGGHTS are analyzed and compared against
those obtained from both CFX simulations [15] and experiments [10,
11, 16, 56, 57].

3.1. Dam break of two non-Newtonian fluids

Fig. 3a depicts the scaled flow front evolution with the scaled time
for the Herschel-Bulkley fluid by the OpenFOAM simulation, showing
a good agreement with that by the commercial ANSYS CFX simulation
from [15]. Note that the adopted properties of the Herschel-Bulkley
fluid in our OpenFOAM simulation are identical with those in the CFX
simulation in [15]. Our OpenFOAM predictions are also compared with
experimental results. Fig. 3b shows a comparison of the scaled front
evolution with the scaled time for the Bingham fluid by our OpenFOAM
simulation results with the experimental data in [16] (adopting the
same densityρf, consistency index κ andflow index n). Xf is the front po-
sition calculated from the position of dam x= L in Fig. 2. t is time. T is

Fig. 2.Model setup of the dam break problem for CFD-DEM simulations (L: initial sample
length, H: initial sample height, W: sample width).

Table 1
Conducted CFDEM simulations of the dam break problem (a: aspect ratio).

Case
no.

Case
name

Sample
constituent(s)

Sample size

H(m) L
(m)

W
(m)

a =
H/L

Group I
(Benchmark and
calibration)

1 HB-I Herschel-Bulkley
fluid

0.13 0.5 0.32 0.26

2 B-I Bingham fluid 0.022 0.4 0.115 0.055
3 P-I-I Particles 0.55 0.9 0.6 0.611
4 P-I-II Particles 0.6 0.9 0.6 0.667
5 P-I-III Particles 0.65 0.9 0.6 0.722
6 P-I-IV Particles 0.7 0.9 0.6 0.778
7 P-I-V Particles 0.75 0.9 0.6 0.833

Group II (Dam
break of
mixtures in
comparison
with pure fluids
and dry cases)

8 W Water 0.6 0.9 0.6 0.667
9 HB Herschel-Bulkley

fluid
0.6 0.9 0.6 0.667

10 B Bingham fluid 0.6 0.9 0.6 0.667
11 P Particles 0.6 0.9 0.6 0.667
12 W&P Water+Particles 0.6 0.9 0.6 0.667
13 HB&P Herschel-Bulkley

fluid+Particles
0.6 0.9 0.6 0.667

14 B&P Bingham fluid
+Particles

0.6 0.9 0.6 0.667
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the normalizer for time used in [16], which is calculated by T = (L/H)
(κL/ρfgH2)1/n, where L and H are the initial sample length and sample
height, respectively. As yield stress is not considered in [16], we
calibrate a yield stress 2.1 Pa which fits the experimental results well.
Run 2 in Fig. 3b is a repeated experimental test of Run 1 in [16]. The
above comparisons confirm that the OpenFOAM could provide accurate
predictions for both Herschel-Bulkley fluid and Bingham fluid.

An apparent curvature change is observed at t/T= 1000 in Fig. 3a
and at t/T = 0.2 in Fig. 3b for the scaled front evolution of the Her-
schel-Bulkley fluid and the Bingham fluid, respectively. The reflection
points indeed correspond to a transition of flow from an inertial-domi-
nated regime to a viscous-dominated one [15, 58, 59]. Early inertial-
dominated flow is driven by the gravity and is accelerated to certain
velocity and shear rate until the viscous dissipation becomes the domi-
nant mechanism for energy dissipation which slows down the flow.
Note that the final fluid in either case shown in Fig. 3 has not become
steady before running out of the simulated boundary, otherwise a
steady state would be observed.

3.2. Dam break of dry granular assembly

LIGGGHTS is also used to explore the collapse of five dry granular
columns with different aspect ratios. The sample height ranges from
0.55 m to 0.75 m, as summarized in Table 1 (Cases 3–7). The transient
flow structure during the flowing process and the final flow geometry
when the system becomes steady are examined and compared with
experimental observations [10, 11, 56, 57].

3.2.1. Internal flow structure
Fig. 4 shows the collapsing process of a typical dry granular column

(Case P-I-II). At relatively small sample aspect ratio, Fig. 4a and b show
that the top right portion of the column (above the dashed line) is
mobilized by gravity, whilst the left bottom part remains a static
wedge. The upper moving particles are gradually slowed down as
shown in Fig. 4c and d due to shear friction by the lower particles and
ground surface. These flow characteristics agree well with the experi-
mental observations by Lube et al. [10] on granular columns with an
aspect ratio a b 1.15.

A typical profile of the internal velocity during the lateral spreading
of the granular column is shown in Fig. 5 for a cross section along the
flow depth direction y. It shows a linear decrease of normalized velocity
from around 4 to 0.5 with the decreasing normalized depth for particles
close to the free surface (y/dp ≳ 15). In contrast, an exponential trend is

observed for particles near the channel bottom (see y/dp ≲ 15 in the
inset of Fig. 5). The change from an original linear velocity profile to
an exponential profile from the free surface to the flow bottom coin-
cides well with the experimental data obtained by Lajeunesse et al.
[57] and Lube et al. [56], indicating a constant shear rate at the upper
flow layer and a decreasing shear rate at the lower steady layer.

3.2.2. Final profile and runout at steady state
Interestingly, the scaled profiles of final deposition in the five cases

almost overlap with each other as demonstrated in Fig. 6, where the
final sample height h is scaled by the initial sample height H while the
horizontal length x − L is scaled by the final runout l∞ − L for each
case. The runout is the traveled distance by a sample from x = L to x
= l, where l is the position of the flow front in the x coordinate in Fig.
2. The final runout is calculated as l∞ − L after the sample become
steady, where l∞ is the final front position measured from x=0 in the
coordinate showed in Fig. 2. The determination of final runout in our
study has excluded particles detached from the main deposit. The uni-
versal scaled final profile in Fig. 6 has also been observed in experiments
[11]. Note that our DEM modeling has considered particle rolling resis-
tance (see [30–34]).

While the scaled deposition profile is independent of the aspect
ratio of column, the normalized final runout (by the initial sample
length) is indeed affected by the aspect ratio, according to the

Table 2
Adopted properties for the fluids for our modeling.

Fluid properties Herschel-Bulkley
fluid

Bingham
fluid

Water Air

Density ρf (kg/m3) 1000 1400 1000 1
Consistency index κ
(Pa·sn)

4.279 4 0.001 1.48 ×
10−5

Flow index n 0.479 1 1 1
Yield stress τc (Pa) 30.002 2.1 0 0

Table 3
Adopted properties for the particles in the modeling.

Particle properties

Diameter (m) 0.024
Density (kg/m3) 2500
Young's modulus (GPa) 70 (particle-particle contact)
Young's modulus (GPa) 700 (particle-wall contact)
Poisson's ratio 0.3
Restitution coefficient 0.7 (particle-particle contact)
Inter-particle friction coefficient 0.7
Particle-bottom friction coefficient 0.7
Rolling friction coefficient 0.1

Fig. 3. Evolution of normalized front for (a) the Herschel-Bulkley fluid and (b) the
Bingham fluid. The normalizers of time T = (L/H)(κL/ρfgH2)1/n are 4.374 × 10−4 s and
4.376 s for (a) the Herschel-Bulkley fluid and (b) the Bingham fluid, respectively.
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following expression which was validated by the experimental data
in [11]

l∞−L
L

& λ δ;ϕð Þaα ð12Þ

where l∞ − L is the final runout distance calculated from the position of
dam x = L, λ is a function of the bed friction angle δ and the internal
friction angle ϕ, a is the aspect ratio and α is the power index. The func-
tion λ apparently varies with the friction coefficients. However, the
power index α has been found to be a constant 0.9 ± 0.1 for a wide
channel and 0.65 ± 0.05 for a narrow slot by experiments [11]. Fig. 7
depicts five data points from our dry column simulations. A power
law correlation between the scaled final runout and the aspect ratio is
found, with a power index α = 0.9884. This agrees well with the
range of 0.9 ± 0.1 in [11] for a wide channel.

4. Dam break of mixtures consisting of non-Newtonian fluids and
particles

To explore the significance of solid-fluid interactions in a typical de-
brismixture and the distinct flow kinematics in consideration of viscous
non-Newtonianfluids andwater, the twonon-Newtonianfluids and the
dry granular material discussed in Part 3 have been employed to form
the debris mixtures in Case HB&P and Case B&P in Table 1. We have
also investigated five comparison cases, including a mixture case
(CaseW&P) where the sample is composed by water and the drymate-
rial, a dry case (Case P), and three pure fluid cases (CaseW, Case HB and

Case B). The initial samples in these seven cases possess an identical di-
mension (H=0.6 m, L=0.9m, W=0.6 m).

4.1. Profile evolution

Fig. 8 presents the profiles of themixtures at t=0.63 s after collaps-
ing, showing notable differences due primarily to distinct liquid proper-
ties. The initial particle packing and boundary conditions are identical in
threemixture cases. For CaseW&P consisting of water and particles, the
free surface of the granular system (dotted line) separates appreciably
from that of the liquid (dashed line). The granular phase has a higher
flow height near the left boundary wall and a smaller runout, indicating
a weak mixing between the two phases. In contrast, both Case HB&P
and Case B&P demonstrate rather consistently overlapped profiles
(solid line) of the granular and liquid phases, showing a good mixing
of the viscous non-Newtonian liquids with the particles.

The normalized flow profile of the mixture in Case HB&P is further
compared with that of the corresponding pure liquid case (Case HB)
and the dry case (Case P) in Fig. 9 and Fig. 10. The evolutions of normal-
ized profile from t = 0.5 s to t = 1.0 s in the three cases are demon-
strated in Fig. 9. The maximum flow height near the left boundary
wall normalized with respect to the initial sample height decreases
from 0.997 to 0.894 for the mixture in Case HB&P, and drops signifi-
cantly from 0.811 to 0.465 for the liquid in Case HB. The normalized
maximum flow height in the dry case (Case P) remains almost constant
due to the presence of stationary wedge (dead zone) discussed in Part
3.2. The fronts of the three cases evolve in the following order in
terms of front velocity: Case HB N Case HB&P N Case P. Moreover, the
surface slope angle declines during the dam break before reaching the
equilibrium state, wherein Case HB and Case P have the largest and
smallest decreasing rate, respectively. These observed tendencies relate
well to the solid-liquid interaction in the mixture case (Case HB&P).

Fig. 4. Flow evolution with time in Case P-I-II (a) t=0.25 s; (b) t=0.5 s; (c) t=0.75 s; (d) t=1.25 s (The white dashed curves denote the fracture planes which separate stationary
particles from moving particles).

Fig. 5. Typical normalized velocity profile as a function of normalized depth (Case P-I-II, t
=0.5 s, x=0.8 m). The inset shows the identical data in a linear-log scale to demonstrate
the exponential relation for particles close to the channel bed, in comparison with the
linear relation for particles near the free surface. Fig. 6. Normalized final profiles under different aspect ratios.
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During the collapsing period (t=0.5 ∼ 1.0 s), the interaction forces act-
ing on particles from the liquid in Case HB&P help to enhance themove-
ment of the particles, which in turn slows down themotion of the liquid
itself. Fig. 10 further shows the normalized profiles of the granular ma-
terial in Case P, the liquid in Case HB and themixture in Case HB&P at t
=0.75 s. Indeed, the intermediate profile of the mixture (as compared
to pure fluid and dry particle cases) clearly reflects the interacting
fluid/particles in the mixture and its enhancing effect on the granular
system aswell as retarding on the liquid phase. The relativelyminor dif-
ference observed between Case HB&P and Case P in Fig. 10 shows a
more dominant effect of the granular phase than the liquid, which
might be due to the high volumetric concentration of the granular par-
ticles (60.56%) used in this study.

4.2. Front evolution

It is interesting to show the front evolutions of the liquid phase and
the granular phase. The liquid fronts in the three pure liquid cases and

Fig. 7. Scaled final runout under different aspect ratios.

Fig. 8. Sample profiles at t=0.63 s in three mixture cases (white dots denote the particle
center; yellow and blue regions are liquid and air separately;W, HB, B and P denotewater,
Herschel-Bulkley fluid, Bingham fluid and particles, respectively). (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of
this article.)

Fig. 9. Evolution of normalized sample profile from t=0.5 s to t=1.0 s (a) CaseHB&P (b)
Case HB (c) Case P.
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the three mixture cases are firstly discussed to explore the effect of
particles on the liquid front evolution. The fronts of granular particles
in the dry case and the three mixture cases are then examined to
study the influence of liquids. Fig. 11 shows the liquid front evolutions
in the pure liquid cases and the mixture cases. For three pure liquid
cases (Case W, Case HB and Case B, in blue), the liquid fronts initially
coincide with one another from t= 0 s to t= 0.3 s, but later demon-
strate appreciable deviations, with water in Case W going faster
than the Herschel-Bulkley fluid in Case HB and the Bingham fluid in
Case B. The smaller viscosity and zero yield stress of water as compared
with the Herschel-Bulkely fluid and the Bingham fluid play an
apparent role. Meanwhile, the faster fluid front in Case HB than in
Case B is due to the shear thinning effect of the Herschel-Bulkley fluid
(n=0.479 b 1).

The presence of granular particles in the mixture cases notably
changes the evolution of the liquid fronts, as shown in Fig. 11. Two
stages of the liquid front evolution can be identified for three mixture
cases. At Stage I t = 0 ∼ 2.3 s, the front of water in Case W&P travels
faster than the Bingham fluid in Case B&P, with the Herschel-Bulkley
fluid in Case HB&P lagging the last. For Stage II from t=2.3 ∼ 2.5 s, the
front of the Bingham fluid in Case B&P exceeds that of the water in

Case W&P and becomes the fastest in the three mixture cases. While
the Bingham fluid in Case B has the slowest front among three pure
liquid cases, it surpasses the Herschel-Bulkley fluid in mixture case
and further overtakes the water in Stage II due mainly to its larger
density compared to the other two liquids in the mixture cases. At
the early stage, the small effective viscosity of water leads to its fastest
front, but the relatively high liquid density of the Bingham fluid later
on provides larger dragging on the particles which results in its higher
flow mobility and faster front. The change of front evolution in the
mixture cases demonstrates the obvious effect of the particles and
the significance of solid-fluid interactions, whereby the dominant
mechanism in pure fluid cases by fluid effective viscosity may be
weakened.

Apart from the liquid front, the front evolutions of the granular
system in the three mixture cases and the dry case are also investi-
gated. As shown in Fig. 12, at the early stage (t = 0 ∼ 0.25 s), the
front of particles in Case P does not show notable difference with
that in Case HB&P and Case B&P, indicating the trivial effect of the
non-Newtonian liquids. However, the faster fronts in mixture cases
when t N 0.25 s clearly indicate the enhanced mobility of the granular
system in comparison with the particles in the dry case (Case P). Sim-
ilar to the liquid front of the mixture cases in Fig. 11, the granular
front evolutions in the mixture cases can be characterized by two
stages, whilst the dry particle front in Case P largely remains the
slowest one in all stages compared to the other three mixture cases.
For the three mixture cases, the particle front of Case W&P evolves
faster than those in Case B&P and Case HB&P at Stage I, whilst the
order changes to Case B&P N Case W&P N Case HB&P at Stage II. The
transition boundary between these two stages for the granular front
is found at t= 0.95 s, which is much earlier than that for the liquid
front t= 2.3 s in Fig. 11. As further shown in Fig. 13, the magnitude
of relative velocity between the fluid and particle phases in Case
B&P is significantly smaller than that in Case W&P, reflecting a stron-
ger driving effect of the Bingham liquid on the granular system than
that of water in Case W&P.

4.3. Evolution of kinetic energy and energy change

It is instructive to analyze the energy transfer and dissipation of the
mixtures during thedambreak to investigate roles of solid-fluid interac-
tions during the process. Fig. 14 shows the evolutions of the kinetic
energy. Notably, the kinetic energy of the granular phase EkpCaseW&P ap-
pears to be smaller than that of the liquid system EkfCaseW&P in Case

Fig. 10. Normalized sample profiles in Case HB&P, Case HB and Case P at t=0.75 s.

Fig. 11. Evolution of liquid front in three pure liquid cases and three mixture cases. Fig. 12. Front evolution of the granular system in a dry case and three mixture cases.
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W&P,whereas in both cases of HB&P andB&P, the granular systemhas a
larger kinetic energy. Although the particle phase still has a smaller
magnitude of average velocity than the liquid system, the relative veloc-
ity between the two phases in Case HB&P and Case B&P is not signifi-
cant, as shown in Fig. 13, due to bigger drag and better mixing and
consistency between the two phaseswith larger viscosity of the constit-
uent two non-Newtonian liquids than water in Case W&P. Meanwhile,
the high density and mass of the solid phase takes weight towards the
overall kinetic energy, leading to a larger kinetic energy of the solid
phase in Case HB&P and Case B&P. Note that the mild kink of EkfCaseW at
around 1.25 s and EkfCaseW&P at 1.39 s in Fig. 14a and EkfCaseHB at around
1.38 s in Fig. 14b are caused by the loss of liquidwhen some of the liquid
flows out the simulation domain.

It is also noticed that themixture case always has a smaller liquid ki-
netic energy as compared to the corresponding pure liquid case. The
retarding effect of the granular phase apparently plays a role in dragging
down the liquid movement. However, the granular phase in mixture
case does not necessarily have a larger kinetic energy than its corre-
sponding dry case. Fig. 14a and b show EkpCaseP N EkpCaseHB&P and EkpCaseP N Ekp-
CaseB

&P at the early stage of collapse (t = 0 ∼ 0.25 s), indicating the
impeded mobility of the granular system by the two non-Newtonian
liquids as compared towater. This can be illuminated by the normalized
energy dissipation difference of the particles Edp in the three mixture

Fig. 13. Evolution of relative velocity between the liquid system and the granular system
(Ux

l , Ux
p and Uy

l , Uy
p denote the average velocity of the liquid system and the particles

along x and y directions).

Fig. 14. Evolution of kinetic energy for the particles and liquid during the dam break. (a)
Case P, Case W and Case W&P; (b) Case P, Case HB and Case HB&P; (c) Case P, Case B
and Case B&P. In the figure, Ekp and Ekf represent the kinetic energy of the particles and
the liquid, respectively.
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cases relative to the dry case as shown in Fig. 15. The normalization is
calculated by

Epd ¼
Einitialpp − Ecurrentpp þ Ecurrentkp

# $h imixture
− Einitialpp − Ecurrentpp þ Ecurrentkp

# $h idry

Einitialpp − Ecurrentpp þ Ecurrentkp

# $h idry

ð13Þ

where the numerator consists of two terms in the square brackets: the
dissipated energy of the granular system in the mixture (in the first
bracket) and the dissipated energy of the particles in the corresponding
dry case (in the second bracket). The denominator is the dissipated par-
ticle energy in the dry case as well, serving as a normalizer. Eppinitial de-
notes the potential energy of the particles at the initial state before the
mixture or the dry particle packing is released. Eppcurrent and Ekpcurrent are
the potential energy and kinetic energy of the particle system at the cur-
rent time instant, respectively. Four sources were identified for energy
dissipation for a dry granular system [32]: collisions between particles,
collisions between particle and the channel boundary, friction between
particles, friction between particle and the channel boundary.

The initial rise and peak in Fig. 15 for the three mixture cases are a
result of small particle energy dissipation at the beginning of collapse
in the dry case (as normalizer). The positive normalized energy dissipa-
tion difference in CaseHB&PandCase B&Pduring t=0 ∼ 0.25 s signifies
more dissipated energy of particles compared to the dry case, which re-
flects that energy is less effectively transferred from the liquid to the
particles, resulting in a smaller kinetic energy of particles in themixture
cases (Case HB&P and Case B&P) during t=0 ∼ 0.25 s as shown in Fig.
14b and c EkpCaseHB&P b EkpCaseP and EkpCaseB&P b EkpCaseP. In contrast, Case W&P
has a negative normalized particle energy dissipation difference when
t=0 ∼ 0.25 s, leading to EkpCaseW&P N EkpCaseP in Fig. 14a. These different ef-
fects of two non-Newtonian liquids and water at the initial stage of
dam break are caused by the high viscosity of two non-Newtonian liq-
uids and hint the more effective energy transfer fromwater to particles
in CaseW&P during this period. Nevertheless, when t=0.25 ∼ 1.5 s, the
normalized particle energy dissipation difference in Case B&P becomes
the smallest one, which indicates the most efficient energy transfer
from the Bingham liquid to particles. As the mixture tends to stabilize
after t= 2.0 s, Case W&P regains the least energy dissipation because
of the large particle potential energy compared with Case HB&P and
Case B&P.

The normalized energy dissipation difference of the granular system
in Fig. 15 shows distinct effects of the non-Newtonian liquids andwater

on the particles during the collapse process. In turn, the energy dissipa-
tion of the liquid phase is affected by the particles as well. Fig. 16 shows
the normalized overall energy change of the liquid phase Ecf , calculated
by the difference between the initial liquid potential energy Epfinitial and
the sum of current potential and kinetic energies of the liquid (i.e., Epf-
current + Ekfcurrent), normalized by the initial liquid potential energy Epfinitial

as follows

E f
c ¼

Einitialpf − Ecurrentpf þ Ecurrentkf

# $

Einitialpf

ð14Þ

For pure liquid cases, the change indeed represents the energy dissi-
pation during the collapse process. For the mixture cases, however, this
energy change includes three parts: (1) the energy dissipation within
the liquid phase (and with the boundaries), (2) the energy dissipated
during particle-liquid interactions, and (3) the energy conservatively
transferred to the particle phase through particle-liquid interactions.
For the the pure liquid cases, it is depicted in Fig. 16 that the Bingham
fluid in Case B has the largest cumulative energy dissipation, with the
Herschel-Bulkley fluid in Case HB being the medium and the pure
water case the smallest. The difference is attributable to the different
flow resistances in the three liquids [60, 61]. The flow resistance may
be influenced bymany factors [62, 63], such as the channel cross-section
shape, the boundary non-uniformity,flowunsteadiness, wall roughness
and fluid viscosity. In this study, since the channels and boundaries for
all cases are identical, the crucial factor is the fluid viscosity. As water
has a smaller viscosity compared to the two non-Newtonian fluids,
the energy dissipation induced in water is the smallest among all. The
difference between the two non-Newtonian fluids depends on the
shear-thinning or shear-thickening nature. The adopted Herschel-
Bulkley fluid is a shearing-thinning one with a decreased viscous resis-
tance in high shear rate regime. Not surprisingly, it shows a smaller en-
ergy dissipation as compared to the Bingham fluid. In themixture cases,
the water in Case W&P presents higher energy change than the other
two non-Newtonian fluids. The Herschel-Bulkley fluid in Case HB&P is
in the middle and the Bingham fluid in Case B&P is the smallest in
most part. With small viscosity, the majority part of the energy change
in thewater phase is transferred to the particles to increase their kinetic
energy, rather than being dissipated. This results in large overall veloc-
ities for both the particles andwater in CaseW&P, faster front evolution
and quicker drawdown of potential. The rather conforming flow of par-
ticleswith the non-Newtonian fluid in either cases of Case HB&P or Case

Fig. 15. Evolution of normalized energy dissipation difference of particles between the
mixture case and the dry case.

Fig. 16. Evolution of overall energy change of the liquid phase normalized by its initial
potential energy in three pure liquid cases (Case W, Case HB and Case B) and three
mixture cases (Case W&P, Case HB&P and Case B&P).
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B&P during the collapse process leads to slow velocity changes for both
phases and less overall energy changes than that in Case W&P.

4.4. Solid-liquid interactions

The preceding sections have shown compelling evidence on the in-
fluence of solid-fluid interactions on the flow profile, the front and the
energy transfer and dissipation during the collapse of amixture. Further
discussion is devoted in this subsection to the correlation of solid-liquid
interactions with the overall flow behavior. The total interaction force
on the liquid phase by the particles during the flow has been calculated
and further projected onto the flow direction x and the flow depth
direction y. The results are shown in Fig. 17. In the horizontal direction,
all three mixture cases show negative interaction forces imposed from
the particles on the liquid (Fig. 17a), indicating the horizontal
movement of the liquid mobilized by gravity is faster than that for the
particles. This indeed is confirmed by the horizontal velocity difference
presented in Fig. 13a. During the entire collapse process, the liquid
imposes driving forces on the particles in the horizontal direction.
Among the three cases, though the velocity difference in the water
case is the largest, themagnitude of the interaction forces is the smallest
due to the small viscosity ofwater compared to the other twonon-New-
tonian fluids.

Consistent observations can be found for the vertical direction from
Fig. 17b. The negative vertical interaction forces at t=0 s for all three
cases are due apparently to the positive buoyant forces on the particles
by the liquids before collapse. Once the dam is removed to allow the
mixture to flow, Fig.13b shows that the gravity drives the liquid faster
than it does on the particles, resulting in negative relative velocity
between the liquid and the particles (note that upward velocity is
positive) during almost all collapse stages for all three mixtures and
extra upward drag force applied to the liquid. This gives rise to a quick
increase of vertical interaction force to a peak at around t = 0.125 s
for all cases in Fig. 17b. Again, the water case presents the largest
magnitude of relative velocity among the three, but the drag force in
the two non-Newtonian fluid cases is evidently much bigger than that
in the water case due to bigger viscosity, leading to the change of verti-
cal interaction forces from the initial negative to subsequent positive in
cases HB&P and B&P while the force in Case W&P remains negative.
The post-peak drop of vertical interaction forces in all three cases is
due to the reduced magnitude of relative velocity after t= 0.125 s as
shown in Fig. 13b.

The interaction forces shown in Fig. 17 not only help to clarify the
flow behaviors of the liquid system, but shed light on the different be-
haviors of the granular phase when mixed with different liquids. It has
been discussed in Fig. 14a that water always enhances the motion of
the particles from their higher kinetic energy in comparison with dry
particles. Indeed, the positive interaction force along x direction on the
particles by thewater drags the particles to the downstream side. In ad-
dition, the positive upward force along y direction by the water effec-
tively reduces the frictional force of the particles, which from another
aspect improves their mobility. However, in the two mixture cases in-
volving non-Newtonian fluids, Fig. 14b and c indicate their kinetic en-
ergy of the particles is slightly smaller than that in the dry particle
case before t= 0.25 s. Indeed, the time instant of t= 0.25 s coincides
with that the total vertical interaction forces imposed to the liquids
changing from positive to negative, as shown in Fig. 17b. At the early
stage of collapse (0 s b t b 0.25 s), the non-Newtonian liquids drag the
particles downwards, increasing the particle frictional force and
inhibiting themotion of the particles. After t N 0.25 s, the two non-New-
tonian fluids start to enhance the overall motion and kinetics of the par-
ticles as the water does.

4.5. Flow regimes

Froude number and Savage number are commonly used to examine
the flow regimes for the liquid and granular particles, respectively.
Froude number was originally proposed [64] to study the flow regime
of fluid and has later been widely employed to dry granular system
[65] andmixture [66]. It is defined by the ratio between the flow inertia
and the external field (i.e., gravity field here) as follows

Fr ¼ vffiffiffiffiffiffi
gh

p ð15Þ

It is interesting to identify the effect of the particle phase on the flow
regime of the liquid, and the Froude number of the liquid phase is fo-
cused on. v and h in Eq. (15) are the liquid velocity and depth, respec-
tively. The flow corresponds to a subcritical, a critical and a
supercritical flow when the Froude number is smaller than, equal to
and larger than one, respectively.

Fig. 18 illustrates the evolution of Froude number of the liquid sys-
tem in all six cases, where t and t0 are the current time instant and the
moment at which the liquid system arrives at the studied cross section
x=1.38 m. Themoment that the liquid front arrives corresponds to the
highest Froude number for the liquid. For the three pure liquids in Fig.
18a, their Froude numbers all decrease with time and follow the follow-
ing relative order of magnitude at the same time instant: Water in Case
W N Herschel-Bulkley liquid in Case HB N Bingham liquid in Case B. The

Fig. 17. Total interaction force acting on the liquid phase from the granular system along x
(a) and y (b) directions.
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order is also consistent with the evolution of the liquid front (see Fig.
11) and the energy dissipation (see Fig. 16), where the liquid viscosity
is the dominant mechanism for flow. Their Froude numbers indicate
they are all supercritical flows when t− t0 b 1.0 s. The Bingham fluid
case experiences the earliest transition from supercritical to subcritical
flow regime at t− t0 = 1.0 s, with Case HB and Case W lagging slightly
at t − t0 = 1.1 s and t− t0 = 1.2 s, respectively. Different observations
are found in themixture cases. Though the Froude number of the liquid
in each of the threemixture cases also decreases with time, as shown in
Fig. 18b, smaller Froude number is found than its corresponding pure
liquid case at the same time instant, due apparently to the dragging ef-
fect by the particles. The transition time from a supercritical flow to a
subcritical flow is shifted to earlier time instant, at t− t0 = 0.3 s, 0.5 s
and 0.6 s, respectively, for cases HB&P, B&P and W&P. The presence of
particles apparently changes the relative magnitude of Froude number
of liquid for Case HB&P and Case B&P. During the flowprocess, the Bing-
ham liquid in Case B&P shows slightly higher Froude number than the
Herschel-Bulkley liquid in Case HB&P. Water in Case W&P processes

higher Froude number than the other two cases before t− t0 = 1.2 s,
but is overtaken by the Bingham liquid in Case B&P afterwards.

Savage number has been widely employed to characterize different
flow regimes: friction dominant regime with a Savage number smaller
than 0.1 and collision dominant regime otherwise. It is defined accord-
ing to the ratio between the particle collision stress and particle friction
stress [67, 68] as follows

Nsav ¼
dp % ρs

g tanϕ
%

_γ2

ρs−ρ f
ð16Þ

where dp and ρs are the diameter and density of the particle. _γ is the
shear rate calculated by the velocity gradient along flow height direc-
tion at the top layer of the granular flow. ϕ is the internal friction
angle. In our study, the initial granular packings in Case P, Case W&P,
Case HB&P and Case B&P are identical and only the fluid density ρf
and shear rate _γ are varied in Eq. (16). The expression indicates that a
higher shear rate and a higher fluid density give a larger Savage number
and a more dominant role played by particle collisions. From a physical
perspective, a higher shear rate or a larger velocity gradient hints more
short-duration contacts or more collisions between particle layers, and
a higher fluid density indicates a larger buoyancy and less friction be-
tween particles. Both mechanisms may lead to stronger particle colli-
sions and a larger Savage number.

Fig. 19 presents the Savage number and the shear rate of the granu-
lar system at a selected cross section x=0.8m for four study cases. All
four cases show an overall increasing-peak-decreasing trend, corre-
sponding to an accelerating followed by decelerating processes of the
granular phase during the dam break. The Savage number is generally
found to be in the following order: Case B&P N Case P ≈ Case HB&P N
Case W&P. Similar Savage numbers are found for Case P and Case
HB&P, indicating a relatively minor influence of the Herschel-Bulkley
liquid on the flow regime of the granular phase. This is indeed a com-
bined effect of reduced shear rate (see Fig. 19b) and increased fluid den-
sity with the presence of the Herschel-Bulkley liquid. In contrast, the
Bingham liquid and water considerably change the Savage number of
the granular system, however in different ways. The presence of water
decreases the shear rate and reduces the Savage number of the granular
system, which is consistent with the observation in a previous study by
Shan and Zhao [32]. Indeed, as shown in Fig. 20, the slope of velocity
distribution at the top layer (h≈ 0.31m) in CaseW&P is gentle relative
to that in the dry case (h≈ 0.34 m in Case P), rendering the granular
system in CaseW&P in a friction-dominated regime. The Bingham liquid
in Case B&P leads to a larger shear rate than Case P and hence a larger
Savage number. Moreover, the high density of the Bingham liquid
provides greater dragging for particles, contributing an additional factor
on the increase of Savage number. The overall granular system in Case
B&P is thus collision-dominated from t≈ 0.28 s to t≈ 1.1 s.

5. Conclusions

Thedambreakproblem for amixture of particles and liquid has been
numerically examined by a coupled CFD-DEM approach. The CFD was
benchmarked on modeling of two non-Newtonian liquids against both
commercial software and experimental data. The DEM was verified on
modeling a granular system in comparison with experimental observa-
tions. The two calibrated numerical tools were then coupled to simulate
the collapse of mixtures consisting of non-Newtonian liquids and gran-
ular particles. The simulation resultswere compared extensively against
several control cases, including a mixture of water and particles, a dry
granular system as well as three pure liquids (the Herschel-Bulkley liq-
uid, the Bingham liquid and water). The unique flow characteristics of
mixtures as compared to the single phase cases were examined, and
their underlying physical mechanisms originated from the intricate
solid-liquid interactions were identified. We capitalized the predictive
power of the coupled CFD-DEM computational tool to capture the

Fig. 18. Froude number of the liquid at x=1.38m in three pure liquid cases (a) and three
mixture cases (b).
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solid-liquid interactions in modeling the dam break problem and dem-
onstrated that a single-phase continuumapproach based on depth aver-
age is inadequate to describe the entire collapsing process of a mixture.
Not only the viscous property but also the density of the liquid phase
relative to the particles play a crucial role in early collapse and late de-
veloping stages of the dam break of a mixture. Indeed, the buoyancy
in the solid-liquid interactions has been found important in late steady
stage of themixture flow, an observation consistentwith the analysis in
[28]. Major conclusions drawn from the study are summarized in the
following:

• High effective viscosity of non-Newtonian liquids helps them better
mix with granular particles during the flow as compared to water.
The overall flow profile of the viscous non-Newtonian liquid shows
good conformitywith that of themixed granular phase during the col-
lapse of the mixture.

• Moving fronts of solid and liquid phases in a mixture are significantly
affected by solid-liquid interactions. The dominant effect of fluid vis-
cosity which controls front evolution of a pure liquid can be debili-
tated for the front evolution of an identical liquidmixedwith particles.

• The change of kinetic energy of particles during the collapse reflects

the distinct effects of non-Newtonian liquids and water. In contrast
to the improved motion of particles by water throughout the dam
break, the non-Newtonian liquids may reduce the particle kinetic en-
ergy at the early collapse before the subsequent enhancement effect.

• The solid-liquid interaction force underpins well the changed macro
flow behaviors (i.e., flow front and flow energy) of the liquid and
the particles in a mixture in comparison with the corresponding
pure liquid and dry particles.

• With consideration of solid-liquid interaction for the liquid and the
particles in amixture, the liquid system initially characterized as a su-
percritical flow in a pure liquid case may be transformed into a sub-
critical one in a mixture case. Meanwhile, the flow regime of the
granular packing in a dry case can be shifted to a collision-dominated
or friction-dominated regimewith the appearance of different liquids.
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