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Abstract
Climate warming accelerates permafrost thawing, causing warming-driven dis-
asters like ground collapse and retrogressive thaw slump (RTS). These phenom-
ena, involving intricate multiphysics interactions, phase transitions, nonlinear
mechanical responses, and fluid-like deformations, and pose increasing risks
to geo-infrastructures in cold regions. This study develops a thermo-hydro-
mechanical (THM) coupled single-point three-phase material point method
(MPM) to simulate the time-dependent phase transition and large deformation
behavior arising from the thawing or freezing of ice/water in porous media. The
mathematical framework is established based on the multiphase mixture theory
in which the ice phase is treated as a solid constituent playing the role of skeleton
together with soil grains. The additional strength due to ice cementation is char-
acterized via an ice saturation-dependent Mohr–Coulomb model. The coupled
formulations are solved using a fractional-step-based semi-implicit integration
algorithm, which can offer both satisfactory numerical stability and computa-
tional efficiency when dealing with nearly incompressible fluids and extremely
low permeability conditions in frozen porous media. Two hydro-thermal cou-
pling cases, that is, frozen inclusion thaw and Talik closure/opening, are first
benchmarked to show the method can correctly simulate both conduction- and
convection-dominated thermal regimes in frozen porous systems. The fully THM
responses are further validated by simulating a 1D thaw consolidation and a 2D
rock freezing example. Good agreements with experimental results are achieved,
and the impact of hydro-thermal variations on themechanical responses, includ-
ing thaw settlement and frost heave, are successfully captured. Finally, the
predictive capability of themultiphysicsMPM framework in simulating thawing-
triggered large deformation and failure is demonstrated bymodeling an RTS and
the settlement of a strip footing on thawing ground.
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1 INTRODUCTION

Permafrost and seasonally frozen ground, which underlay approximately half of the land surface in the Northern
Hemisphere,1 are experiencing abnormal freeze–thaw cycles and accelerated thawing due to global climate changes.2–4
As permafrost melts, large quantities of greenhouse gases are released into the atmosphere, further contributing to cli-
mate warming.5,6 The warming of ice-rich permafrost causes significant hydrogeomorphic changes, resulting in the
formation of various thermokarst landscapes,2,7 including thermokarst lakes, thermal erosion gullies, retrogressive thaw
slumps (RTSs), periglacial hillslope movements, and active layer detachments.8,9 The increased extent of warming-driven
thermokarst landforms and landslides is already evident in some cold regions, for example, in northern Canada,10–12
Siberia,4,7,13 and Tsinghai–Tibet plateau,3,14,15 posing increasing risks to nearby civil infrastructure and communities.12,16,17
Modeling the freeze–thaw phenomenon of porous media in cold regions is challenging, arising from the complexities

inherent in such geomaterials that involve multiphysics interactions, phase transitions, nonlinear mechanical responses,
and fluid-like failure patterns.13,18,19 In the theory of porous media and continuum mechanics, frozen soils are com-
monly modeled as a multiphasic mixture composed of soil grains, crystal ices, and liquid water (and gas if present),
with ice and liquid water able to transfer between each other when the thermal condition changes.20 Although the
occurrences of ice in porous media are diversified (e.g., pore-filling ice, cementation ice, concretion ice, ice lens, ice
wedge, etc.),10,21,22 simplified frozen soil models for macroscale modeling usually consider the crystal ices within pores
to be connected, homogeneous, and bear loads jointly with soil grains and liquid water following the effective stress
principle.23–25 The thermodynamic equilibrium of pore ice and water within frozen soils is typically characterized by a
Clausius–Clapeyron equation,26–28 whereas the ice variations under changing thermodynamic conditions are frequently
described by a physically consistent or phenomenologically defined soil freezing characteristic curve (SFCC).23,27
Various numerical approaches have been developed to simulate the freezing and thawing of porous media in cold

regions.23,29–37 Most of these developments are based on finite difference method (FDM),29–31,34 finite volume method
(FVM),32,36 and finite element method (FEM).23,24,33,37,38 However, if aiming to simulate the history-dependent thermo-
hydro-mechanical (THM) behavior in porous media under freeze–thaw actions, the Lagrangian-based FEM is generally
favored over the Eulerian-based FVM or FDM.39 The simulation of relevant mechanical responses necessitates the devel-
opment of a soil constitutive model applicable to not only completely frozen but also partially frozen and unfrozen soil.
The commonly used frozen soil constitutive models are often adapted from conventional models that are initially devel-
oped for unfrozen soils, such as Mohr–Coulomb model,40,41 modified Cam-Clay model,24 Barcelona Basic Model,23,38
among others.42,43 With these models, FEM can be utilized to simulate various engineering problems, ranging from the
thawing-induced distress of foundations to the differential settlements in road pavements due to soil heaving and the dis-
tortion of the railroad in seasonally frost regions.23,24,44 Nonetheless, FEM is not without limitations. It may encounter
mesh distortion issues when simulating scenarios involving substantial deformations, limiting its application inmodeling
thawing-induced landslides and long-distance mass movements.
In recent years, the material point method (MPM) has emerged as a popular tool for modeling multiphysics large

deformation problems in porous media. Various MPM formulations and frameworks for fully or partially coupled
THM problems have been developed with a wide range of applications.45–58 For instance, Pinyol et al.59 developed an
explicit THM-coupled MPM to investigate the thermal effect in fast landslides. Lei et al.53 extended the explicit MPM to
unsaturated porous media for simulating the climate-driven slope failure process involving temperature variation and
rainfall infiltration. Though explicit integration is well-received because of its simplicity, it may be constrained by the
small time step size and the weakly compressible fluid assumption.53,58 To address this issue, Kularathna et al.54 proposed
a semi-implicit two-phase MPM based on the fractional step method, in which the assumption of liquid compressibility
is reduced and the constraint of permeability on time step size is eliminated. Yu et al.60,61 further considered a non-
isothermal saturated porous media and extended the above framework for THM-coupled large deformation problems,
which is demonstrated to achieve good numerical stability and computational efficiency. However, these works did
not consider the ice phase and the phase transition between ice and water in porous systems. To further model the
ice phase, Zhao et al.62 integrated thermo-mechanical coupled MPM with bond-contact DEM for multiscale modeling
of freeze–thaw behavior in porous media, but without considering the hydro-thermal and hydro-mechanical coupling
processes. Sun et al.19 designed a two-point multiphysics coupling MPM for modeling the frost heave in rock slope, but
still using explicit integration and failing to consider the effect of phase transition in the mass balance equation and the
convective heat transfer in the energy balance equation. Despite the significant advancements in multiphysics MPM so
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3310 YU et al.

F IGURE 1 Schematic illustration of a frozen soil column as a mixture of soil particles, ice crystals, and unfrozen water.

far, a comprehensive and robust MPM framework for thermo-hydro-mechanically modeling the freeze–thaw behavior in
porous media, especially for thawing-induced large deformation and failure, remains lacking.
This study aims to develop a THM-coupled MPM framework for modeling the phase transition and large deforma-

tion behavior in ice/water-saturated porous media during dynamic freezing and thawing processes. The mathematical
framework will be developed based on the multiphase mixture theory and physically based conservation laws instead of
using empirical or semi-empirical equations63,64 to describe the coupled interactions of heat transfer, pore-liquid flow,
and solid deformation, for example, the phase transition-induced volume change, the latent heat effect, and the con-
vective heat transfer. Existing FEM studies commonly adopted the quasi-static 𝒖 − 𝑝 − 𝑇 formulation,23,38 while in this
study, we will develop a four-variable 𝒗𝑠 − 𝒗𝑙 − 𝑝 − 𝑇 formulation, which is more suitable for dynamic and large defor-
mation problems.65 In the considered triphasic solid–ice–liquid porous mixture, the ice phase will be treated as a solid
component contributing to the skeleton’s overall load-bearing capacity.24,66 The additional strength due to the ice bonding
effect, which is widely documented in experimental studies,67–72 will be considered in an ice saturation-dependentMohr–
Coulombmodel. The phase balance between ice and liquidwill be described by a physics-based SFCCderived based on the
Clausius–Clapeyron equation and the vanGenuchtenmodel.23,73 The porosity- and ice saturation-dependent permeability
model23,74 will be adopted to account for the impact of phase transition and large deformation on the variation of hydraulic
conductivity. To improve numerical stability and computational efficiency when dealing with nearly incompressible flu-
ids and extremely low permeability conditions in frozen porous media, a stabilized fractional-step-based semi-implicit
integration algorithm will be used to advance the solution of the system.54,61 The above framework will be integrated into
the one-point, three-phase MPM based on an open-source CB-Geo MPM code.75
This paper is structured as follows. Section 2 develops themathematical equations for saturated frozen soils considering

phase transition. Section 3 presents the constitutive models of frozen soil models, including the SFCC, relative hydraulic
conductivity, and mechanical models. Section 4 presents the MPM implementation based on the semi-implicit splitting
solution scheme. In Section 5, we conduct six numerical examples to validate and demonstrate the proposed method in
simulating TH-coupling and THM-coupling problems. Finally, Section 6 provides concluding summaries.

2 GOVERNING EQUATIONS

2.1 Homogenization of a frozen porous medium

The THM responses of a frozen porous medium can be effectively analyzed through the use of a representative volume
element (RVE) as illustrated in Figure 1. To simplify the analysis, we assume that the RVE is fully saturated with unfrozen
pore water. By using the mixture theory,76 we treat the multiphase RVE as a macroscopic mixture of solid aggregates (𝑠),
liquid (𝑙), and crystal ice (𝑐), which are overlapped, interacting, and statistically distributed.77 The volume fraction of each
component can be determined by

𝑛𝜋 =
𝑉𝜋
𝑉
, 𝜋 ∈ {𝑠, 𝑙, 𝑐} with 𝑛𝑠 + 𝑛𝑙 + 𝑛𝑐 = 1 and 𝜙 = 𝑛𝑙 + 𝑛𝑐, (1)
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YU et al. 3311

where the subscript π denotes 𝜋 phase in the triphasic mixture, 𝑉𝜋 and 𝑉 are the partial and total volume, respectively,
and 𝜙 is the porosity. The degree of liquid/ice saturation can be defined as

𝑆𝑙=
𝑉𝑙

𝑉𝑙 + 𝑉𝑐
, 𝑆𝑐=

𝑉𝑐
𝑉𝑙 + 𝑉𝑐

, (2)

such that 𝑛𝑙 = 𝑆𝑙𝜙 and 𝑛𝑐 = 𝑆𝑐𝜙. Accordingly, the partial mass density of each phase and the average mass density of the
mixture are given by

𝜌̄𝜋 = 𝑛𝜋𝜌𝜋, 𝜌𝑚 = 𝑛𝑠𝜌𝑠 + 𝑛𝑙𝜌𝑙 + 𝑛𝑐𝜌𝑐, (3)

where 𝜌𝜋 is the intrinsic density of 𝜋 phase.

2.2 Conservation of mass

The framework of single-point three-phase MPM is employed in this work. The material point is attached to the solid
phase, while the liquid and ice phases move relative to the solid phase. Assuming no mass exchange between the mixture
and the surrounding environment, the mass balance equations for each phase are given as follows:

𝐷𝑠 (𝑛𝜋𝜌𝜋)

Dt + 𝑛𝜋𝜌𝜋∇ ⋅ 𝒗𝜋 + (𝒗𝜋 − 𝒗𝑠) ⋅ ∇ (𝑛𝜋𝜌𝜋) = 𝑚̇𝜋, (4)

where 𝐷𝑠 (∗)∕𝐷𝑡 denotes the material derivative of variable (∗) with respect to the solid phase, 𝒗𝜋 is the velocity of 𝜋
phase, and 𝑚̇𝜋 is the rate of mass transferred from 𝜋 phase to other phases, with 𝑚̇𝑠 = 0 and 𝑚̇𝑙 = −𝑚̇𝑐. We assume the
crystal ices move together with the solid phase so that they share the same velocity, that is, 𝒗𝑐 = 𝒗𝑠.
The intrinsic density of each phase can be linked with the temperature and pressure via the equations of state,

1

𝜌𝑠

𝐷𝑠𝜌𝑠
𝐷𝑡

= −𝛽𝑠
𝐷𝑠𝑇

𝐷𝑡
,

1

𝜌𝑐

𝐷𝑠𝜌𝑐
𝐷𝑡

= −𝛽𝑐
𝐷𝑠𝑇

𝐷𝑡
,

1

𝜌𝑙

𝐷𝑠𝜌𝑙
𝐷𝑡

= −𝛽𝑙
𝐷𝑠𝑇

𝐷𝑡
+
1

𝐾𝑙

𝐷𝑠𝑝𝑙
𝐷𝑡

, (5)

where 𝐾𝑙 is the bulk module of liquid, and 𝛽𝜋 is the thermal expansivity. The influences of solid grains and ice
compressibility are neglected.
Combining Equations (4) and (5) and considering 𝑛𝑠 + 𝑛𝑙 + 𝑛𝑐 = 1, one can obtain the mass balance equation of the

mixture as

−𝜁
𝐷𝑠𝑛𝑐
𝐷𝑡

+
𝑛𝑙
𝐾𝑙

𝐷𝑠𝑝𝑙
𝐷𝑡

− 𝛽𝑚
𝐷𝑠𝑇

𝐷𝑡
+

(
1 − 𝜁𝑛𝑐

)
∇ ⋅ 𝒗𝑠 + ∇ ⋅ 𝑛𝑙(𝒗𝑙 − 𝒗𝑠) = 0, (6)

where 𝜁 = 1 − 𝜌𝑐∕𝜌𝑙 and 𝛽𝑚 = 𝑛𝑠𝛽𝑠 + 𝑛𝑙𝛽𝑙 + (1 − 𝜁) 𝑛𝑐𝛽𝑐. Here, the spatial variations of the density of liquid water are
neglected, that is,∇𝜌𝑙 = 0. The terms in Equation (6) reflect the effect of phase transition, liquid compressibility, thermal
expansion, the deformation of solid skeleton, and the flow of liquid on the rate of volume change, respectively. Further
relating the ice fraction to temperature, we can formulate Equation (6) as

𝑛𝑙
𝐾𝑙

𝐷𝑠𝑝𝑙
𝐷𝑡

+

(
𝜁𝜙
𝜕𝑆𝑙
𝜕𝑇

− 𝛽𝑚

)
𝐷𝑠𝑇

𝐷𝑡
+ ∇ ⋅ 𝑛𝑙(𝒗𝑙 − 𝒗𝑠) + (1 − 𝜁𝑛𝑐)∇ ⋅ 𝒗𝑠 = 0. (7)

2.3 Conservation of momentum

The momentum balance equation for each phase reads,

𝑛𝜋𝜌𝜋
𝐷𝑠𝒗𝜋
𝐷𝑡

+ 𝑚̇𝜋𝒗𝜋 = ∇ ⋅ 𝝈𝜋 + 𝑛𝜋𝜌𝜋𝒃 + 𝒇𝜋, (8)
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3312 YU et al.

where 𝝈𝜋 is the partial stress tensor acting on 𝜋 phase, 𝒃 is the body force vector, 𝑚̇𝜋 is the mass exchange rate defined in
Equation (4), and𝒇𝜋 is themomentum exchange caused by interaction forces. The term 𝑚̇𝜋𝒗𝜋 represents themomentum
transfer between water and ice during phase transition, which has a negligibly small influence in the system.23 Besides,
the exchange of momenta between phases is an internal phenomenon; thus, the sum of 𝒇𝜋 of all phases is zero, that
is,

∑
𝜋
𝒇𝜋 = 0. Therefore, only the drag force and the buoyancy force are considered in this work, while other internal

interactions, such as water–ice and water–solid surface tension, are not considered. The drag force between the liquid and
the skeleton (including soil grains and ice crystals) is computed according to Darcy’s law,48

𝒇𝑙 = − (𝒇𝑠 + 𝒇𝑐) = 𝑝𝑙∇𝑛𝑙 − 𝑛
2
𝑙

𝜌𝑙𝑔

𝑘𝑎𝑘𝑟
(𝒗𝑙 − 𝒗𝑠) , (9)

where 𝑔 is the gravitational acceleration, 𝑘𝑎 is the absolute hydraulic conductivity, and 𝑘𝑟 is the relative hydraulic
conductivity, dependent on the liquid saturation 𝑆𝑙.
For unfrozen saturated soil, the effective stress theory is widely accepted to link the mechanical response of solid and

liquid phases, expressed as

𝝈 = 𝝈′ − 𝑝𝑰, (10)

where 𝝈′ is the effective stress, 𝑝 is the pore pressure, and 𝑰 is the identity tensor. However, for frozen soil or partially
frozen soil, the pore pressure is contributed by both pore ice pressure 𝑝𝑐 and pore water pressure 𝑝𝑙. One simple approach
is to use a linear combination of the two 23, that is,

𝑝 = 𝜒𝑙𝑝𝑙 + (1 − 𝜒𝑙)𝑝𝑐, (11)

where 𝜒𝑙 is the Bishop coefficient, usually taken as 𝑆𝑙. The pore ice pressure is linked with the pore water pressure and
temperature by a thermodynamic equilibrium Clausius–Clapeyron equation. However, pore ice pressure is influenced by
the phase balance of ice and water and other factors such as soil types and loading conditions. It is nontrivial to measure
the pore ice pressure of soil in experiments. Hence, it is simply assumed that the pore ice is part of the solid, contributing
to the skeleton with soil grains together so that the ice pressure will not be modeled separately. As a consequence, the
predicted effective stress is the overall stress on both soil grains and crystal ice. The simplified model offers a clear concept
for consideration of the effect of pore ice. This also facilitates the implementation of the framework by combining the
momentum equations of the solid phase and the ice phase into a single one, that is,

(𝑛𝑠𝜌𝑠 + 𝑛𝑐𝜌𝑐)
𝐷𝑠𝒗𝑠
𝐷𝑡

= ∇ ⋅
[
𝝈′ − (𝑛𝑠 + 𝑛𝑐)𝑝𝑙𝑰

]
+ (𝑛𝑠𝜌𝑠 + 𝑛𝑐𝜌𝑐)𝒃 + 𝑛

2
𝑙

𝜌𝑙𝑔

𝑘𝑎𝑘𝑟
(𝒗𝑙 − 𝒗𝑠). (12)

To sum up, the momentum balance equations of the mixture and the liquid phase read,

(𝑛𝑠𝜌𝑠 + 𝑛𝑐𝜌𝑐)
𝐷𝑠𝒗𝑠
𝐷𝑡

+ 𝑛𝑙𝜌𝑙
𝐷𝑠𝒗𝑙
𝐷𝑡

= ∇ ⋅ 𝝈 + 𝜌𝑚𝒃, (13)

𝑛𝑙𝜌𝑙
𝐷𝑠𝒗𝑙
𝐷𝑡

= −𝑛𝑙∇𝑝𝑙 + 𝑛𝑙𝜌𝑙𝒃 − 𝑛
2
𝑙

𝜌𝑙𝑔

𝑘𝑎𝑘𝑟
(𝒗𝑙 − 𝒗𝑠). (14)

2.4 Conservation of energy

Assuming an isothermal field within an RVE, the energy conservation of the mixture can be expressed as

𝐶𝑚
𝐷𝑠𝑇

𝐷𝑡
− 𝜌𝑐𝐿𝑓

𝐷𝑠𝑛𝑐
𝐷𝑡

+ 𝑛𝑙𝜌𝑙𝑐𝑙(𝒗𝑙 − 𝒗𝑠) ⋅ ∇𝑇 + ∇ ⋅ 𝒒𝑇 = 𝑄, (15)

where 𝐶𝑚 = 𝑛𝑠𝜌𝑠𝑐𝑠 + 𝑛𝑙𝜌𝑙𝑐𝑙 + 𝑛𝑐𝜌𝑐𝑐𝑐 is the matrix heat capacity, 𝑐𝜋 is the specific heat capacity of 𝜋 phase, 𝐿𝑓 is the latent
heat of fusion, 𝑄 is the heat source, and 𝒒𝑇 is the conductive heat flux. Heat conduction is calculated based on Fourier’s
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YU et al. 3313

law

𝒒𝑇 = −𝜅𝑚∇𝑇, (16)

where 𝜅𝑚 is the thermal conductivity of the mixture. In this study, we adopt an algebraic average value of all phases,
that is, 𝜅𝑚 = 𝑛𝑠𝜅𝑠 + 𝑛𝑙𝜅𝑙 + 𝑛𝑐𝜅𝑐, in which 𝜅𝜋 is the thermal conductivity of 𝜋 phase. Other estimations of 𝜅𝑚, such as by
geometric average, can also be adopted.78,79 Considering that 𝑛𝑐 is a function of temperature, we can rewrite Equation (15)
as (

𝐶𝑚 + 𝜌𝑐𝐿𝑓𝜙
𝜕𝑆𝑙
𝜕𝑇

)
𝐷𝑠𝑇

𝐷𝑡
+ 𝑛𝑙𝜌𝑙𝑐𝑙(𝒗𝑙 − 𝒗𝑠) ⋅ ∇𝑇 + ∇ ⋅ (−𝜅𝑚∇𝑇) = 𝑄, (17)

where 𝐶𝑚 = 𝐶𝑚 + 𝜌𝑐𝐿𝑓𝜙
𝜕𝑆𝑙

𝜕𝑇
is the effective heat capacity. Such treatment helps to simplify the energy equation to contain

only the temperature derivative, thereby facilitating the numerical implementation.

2.5 Boundary conditions

The triphasicmixture occupies a domain denoted byΩwith the boundary of the domain denoted by 𝜕Ω. For the presented
THMproblem, the boundary conditions can be split intoDirichlet (natural) boundaries: 𝜕Ω𝑣𝜋—velocity boundary, 𝜕Ω𝑝𝑙—
liquid pressure boundary, 𝜕Ω𝑇—temperature boundary, and Neumann (essential) boundaries: 𝜕Ω𝑡𝜋—traction boundary,
𝜕Ω𝑞𝑙—liquid flux boundary, 𝜕Ω𝑞𝑇—heat flux boundary. The boundary conditions are given as follows:

𝒗𝜋 = 𝒗𝜋 on 𝜕Ω𝑣𝜋, (18)

𝑝𝑙 = 𝑝̂𝑙 on 𝜕Ω𝑝𝑙, (19)

𝑇 = 𝑇̂ on 𝜕Ω𝑇, (20)

𝒏 ⋅ 𝝈𝜋 = 𝒕̂𝜋 on 𝜕Ω𝑡𝜋, (21)

−𝒏 ⋅ 𝒒𝑙 = 𝑞̂𝑙 on 𝜕Ω𝑞𝑙, (22)

−𝒏 ⋅ 𝒒𝑇 = 𝑞̂𝑇 on 𝜕Ω𝑞𝑇, (23)

−𝒏 ⋅ 𝒒𝑇 = ℎ(𝑇𝑎 − 𝑇) on 𝜕Ω𝑞𝑇, (24)

where 𝒒𝑙 (= 𝑛𝑙 (𝒗𝑙 − 𝒗𝑠)) is the liquid flux, 𝒒𝑇 is the heat flux, 𝒏 is the outward unit surface normal, 𝒗𝜋, 𝑝̂𝑙, 𝑇̂, 𝒕̂𝜋, 𝑞̂𝑙, and 𝑞̂𝑇
are the specified phase velocity, pore pressure, temperature, phase traction, liquid flux, and heat flux, respectively. Equa-
tion (23) represents the conductive heat flux boundary, while Equation (24) represents the convective heat flux boundary
in which 𝑇𝑎 is the ambient temperature and ℎ is the convective heat transfer coefficient. Note that the related natural and
essential boundary conditions must be compatible, that is, 𝜕Ω𝑣𝜋 ∩ 𝜕Ω𝑡𝜋 = 𝜕Ω𝑝𝑙 ∩ 𝜕Ω𝑞𝑙 = 𝜕Ω𝑇 ∩ 𝜕Ω𝑞𝑇 = ∅. The initial
conditions at 𝑡 = 0 are given as

{
𝒗0𝑠 , 𝒗

0
𝑙
, 𝑝0
𝑙
, 𝑇0

}
.

3 CONSTITUTIVEMODELS

3.1 Soil freezing characteristic curve for partially frozen soil

When simulating freezing or thawing soils, mathematical models require an SFCC to accurately relate the degree of liquid
(unfrozen water) saturation 𝑆𝑙 to the soil’s thermo-mechanical properties. A common approach is to analogize the SFCC
from the soil water characteristic curve (SWCC), which is developed to describe the drying and wetting in unsaturated
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3314 YU et al.

unfrozen soils. This approach is inspired by the similarities between soil freezing/thawing and soil drying/wetting, as
studied in many works. In this section, we introduce an SFCC inspired by the air–water–suction relation in the van
Genuchten retention model.80. By neglecting the hysteresis of soil freezing characteristic, we can link the liquid water
saturation with the temperature 𝑇 and the pore liquid pressure 𝑝𝑙,23,38

𝑆𝑙 =
⎡⎢⎢⎣1 +

[
−

(
1 −

𝜌𝑐
𝜌𝑙

)
𝑝𝑙
𝑝0
−
𝜌𝑐
𝑝0
𝐿𝑓 ln

𝑇 + 273.15

273.15

] 1

1−𝜆
⎤⎥⎥⎦
−𝜆

, (25)

where 𝜌𝑐 and 𝜌𝑙 are the intrinsic densities of ice and liquid water, respectively, 𝑇 is the temperature (in a unit of ◦C), 𝐿𝑓
is the latent heat of fusion of ice, 𝑝0 and 𝜆 are material constants. 𝜆 is an empirical constant defining the shape of the
freezing characteristic curve. A larger value of 𝜆 yields a steeper freezing characteristic curve.

3.2 Hydraulic conductivity for partially frozen and unfrozen soil

The hydraulic conductivity depends on the intrinsic permeability of the porous material, the degree of saturation, and
the density and viscosity of the fluid. In frozen soil, the seepage path may be blocked by ice crystals so that the hydraulic
conductivity is dependent on the degree of ice or liquid saturation. A widely used relative hydraulic conductivity model
is adopted in this study, given as follows23:

𝑘𝑟 =
√
𝑆𝑙

[
1 −

(
1 − 𝑆

1∕𝑚

𝑙

)𝑚]2
, (26)

where𝑚 is a material constant.
In case of large porosity changes in large deformation problems, the absolute hydraulic conductivity 𝑘𝑎 should be related

to the porosity, using the following Kozeny–Carman equation74:

𝑘𝑎 = 𝑘0

(
1 − 𝜙20

𝜙30

)(
𝜙3

1 − 𝜙2

)
, (27)

where 𝑘0 is the hydraulic conductivity under the reference porosity of 𝜙0. Other SFCC and permeability models27,32 can
also be employed in our framework without extra effort in implementation. Note that the SFCC and permeability model
may significantly influence the solution of the coupling system. Hence, specified models will be used in some benchmark
examples to ensure comparability with previous studies.

3.3 Mechanical constitutive law for soil skeleton with ice crystals

A constitutive model is required to characterize the mechanical response of porous soil during freezing and thawing. For
nonisothermal conditions, the constitutive relationship of porous media is expressed as

𝝈̇′ = 𝑫 ∶ (𝜺̇𝑠 + 𝜺̇𝑇) , (28)

where 𝝈̇′ is the rate of effective stress, 𝑫 is the tangent matrix that defines the constitutive model, and 𝜺̇𝑠 and 𝜺̇𝑇 are the
rates of mechanical strain and thermal strain, respectively, given by

𝜺̇𝑠 =
1

2

[
∇𝒗𝑠 + (∇𝒗𝑠)

𝑇
]
, and 𝜺̇𝑇 = −𝛽𝑠𝑇̇𝑰, (29)

where 𝒗𝑠 is the solid velocity, 𝛽𝑠 is the coefficient of thermal expansion of the skeleton, and 𝑰 is the identity tensor. Note
that we adopt the strain rate, also known as the rate of deformation, as the strain measure in current work. It assumes
the incremental strain in each incremental step is small. This assumption is widely accepted for explicit stress integration
in the updated Lagrangian MPM. Besides, we employ an objective stress rate, the Jaumann rate, to update stress in case
of large deformations. However, it should be pointed out that although the rate of deformation and Cauchy stress are
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YU et al. 3315

frequently used in MPM formations, the precise application of large deformation Lagrangian mechanics requires other
large deformation strain and stress measures, such as the Green strain and the Piola–Kirchhoff stress.81 More detailed
discussion on this issue can be found in Coomb et al.’s work.82,83
Any proper elastoplastic constitutive model for frozen soil23,24,38,42 can be incorporated into the framework to describe

the stress–strain relations. Without losing generality, a simple elastoplastic nonassociated Mohr–Coulomb softening
model is adopted. The yield function 𝐹 and flow potential function 𝑃 defined in terms of friction angle 𝜑, cohesion c,
and dilation 𝜓, are given by

𝐹 = 𝑅𝑚𝑐𝑞 + 𝑝 tan𝜑 − 𝑐, (30)

𝑃 =

√
(𝜖𝑐 tan𝜓)

2
+ (𝑅𝑚𝑤𝑞)

2
+ 𝑝 tan𝜓, (31)

with

𝑅𝑚𝑐(𝜃, 𝜑) =
1√
3 cos 𝜑

sin
(
𝜃 +

𝜋

3

)
+
1

3
cos

(
𝜃 +

𝜋

3

)
tan 𝜑, (32)

𝑅𝑚𝑤(𝜃, 𝑒) =
4
(
1 − 𝑒2

)
cos2𝜃 + (2𝑒 − 1)

2

2(1 − 𝑒2) cos 𝜃 + (2𝑒 − 1)
√
4(1 − 𝑒2)cos2𝜃 + 5𝑒2 − 4𝑒

𝑅𝑚𝑐

(𝜋
3
, 𝜑

)
, (33)

where 𝑝 and 𝑞 are the effective mean stress and the deviatoric stress, respectively, 𝜃 is the Lode’s angle, 𝜖 is a
parameter referred to as the meridional eccentricity, 𝑒 = (3 − sin 𝜑) ∕ (3 + sin 𝜑) is a parameter referred to as the
deviatoric eccentricity.
The strength parameters 𝑐 and 𝜑 are redefined as follows to capture the evolution of yield surface with respect to soil

softening and ice cementation84:

Ψ = Ψ′ + Ψ𝑠, Ψ ∈ {𝑐, 𝜑}, (34)

where Ψ′ is the effective strength, and Ψ𝑠 is the additional cohesion and friction strength due to ice cementation.
Large deformation may cause localized failure patterns in soil, leading to a decrease in the effective strength of the soil

with the accumulation of plastic strain. This phenomenon can be captured by an exponential strain-softening model47,59:

Ψ′ = Ψ′𝑟𝑒𝑠 +
(
Ψ′𝑝 − Ψ

′
𝑟𝑒𝑠

)
exp

(
−𝜂𝑠𝜀

𝑑
𝑝

)
, (35)

where the subscript “𝑝” and “𝑟𝑒𝑠” represent the “𝑝𝑒𝑎𝑘” and “𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙” values of strength parameters, respectively, and
𝜂𝑠 is the shape factor that controls the degree of strength reduction.
The additional cohesion and friction strength due to ice cementation can be captured by85

Ψ𝑠 = ΔΨ𝑚𝑎𝑥[1 − exp(−𝜂𝑐𝑠𝑐)], (36)

where ΔΨ𝑚𝑎𝑥 is the maximum incremental strength due to ice cementation, 𝜂𝑐 is a shape parameter defining the effect of
ice cementation on strength parameters, and 𝑠𝑐 is the ice-saturation-dependent variable,23,38,42 defined as follows:

𝑠𝑐 =
[
(1 − 𝑆𝑐)

−1∕𝜆
− 1

]1−𝜆
, (37)

where 𝑆𝑐 is the degree of ice saturation, 𝜆 is a material constant defined in Equation (25). Note that both the strength and
stiffness are influenced by the formation or melting of ice during soil freezing and thawing processes, which can be con-
sidered in amore sophisticatedmodel, for example, by linking the elastic parameters with 𝑆𝑐 or directly with temperature,
compare Ref. 86.

4 MPM IMPLEMENTATION

In poromechanics, a major difficulty for numerical solutions is that the velocity and the pressure are coupled by the
incompressibility constraint.87–90 Such incompressibility constraint applies when the solid and fluid phases are nearly
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3316 YU et al.

incompressible and the permeability or time step is not large enough to induce relative flow between the solid and fluid
phases.91 For the simulation of frozen porous media, the problem is more prominent since the permeability could be
extremely small. In this study, we employ a fractional-step-based semi-implicit MPM to overcome the incompressibility
constraint, which can offer good numerical stability while maintaining computational efficiency.

4.1 Semi-discrete equations

In MPM, explicit time stepping is the most commonly used scheme due to its simplicity and high adaptivity for high-
frequency and dynamic problems. For hydro-mechanical problems, the explicit scheme requires an assumption of
weakly compressible fluid to facilitate the solution of pore pressure. The liquid compressibility inevitably introduces
extra instabilities.53 Moreover, the critical time step size is highly dependent on the liquid compressibility and the
permeability—low compressibility and low permeability will lead to a very small time step size.54,92 Therefore, the explicit
scheme may not be a good choice for modeling ice-rich low-permeability soils. The coupled equations can also be solved
in a monolithic implicit manner. The implicit monolithic solution scheme permits using a large time step, but it must ful-
fill the Ladyszenskaya–Babuska–Brezzi (LBB) condition.93 Otherwise, for example, when the equal-order element is used
for pressure and velocity interpolation, it will generate unphysical checkerboard pressure modes.91 Stable mixed-order
elements can circumvent the pressure oscillations but will significantly increase the computation time,89,90 and the MPM
formulations have to be restructured. Besides, monolithically solving all unknowns involves handling large matrices and
iterative solutions, which may lead to many other issues related to numerical convergence, computational efficiency, and
code implementation.94
In this work, we use an alternative semi-implicit splitting solution scheme based on the fractional step method. The

fractional stepmethod, also knownas the projectionmethod,was initially proposed byChorin95 for solving incompressible
Navior–Stokes equations and later developed with different variants.87,96–102 It has subsequently been extended to model
poremechanics in FEM93,103–105 and recently for MPM.54,61,106 The main feature of the method is that it decouples the
pore-pressure field from the kinematic fields by splitting the momentum equations into a predicting part and a correcting
part via intermediate velocities 𝑣∗𝜋. The decoupled equations are solved using a semi-implicit time integration in which
the temperature and stress terms are solved explicitly while the pressure and drag force terms are treated implicitly. The
starting point for this choice is to reduce the workload formatrix treatment and iterative solutions. The advantage of using
the semi-implicit splitting solution scheme to solve the coupled problem is at least threefold.

1. The pressure and velocities are decoupled so that the unphysical pressure oscillations can be largely reduced93,107,108;
2. The time step size is independent of liquid compressibility and permeability, thereby offering better computational

efficiency compared to pure explicit method for modeling poorly permeable frozen porous media54,109;
3. In each time step, one only needs to solve a sequence of decoupled equations for temperature, velocity, and pressure,

making it very efficient for large-scale numerical simulations.87

The notations used in the following equations are defined as follows: the superscripts “𝑘” and “𝑘 + 1” represent the
current time step and the next time step, respectively; 𝒗̇𝑘+1𝜋 , 𝑝̇𝑘+1

𝑙
, and 𝑇̇𝑘+1 denote the rate of velocities, pore pressure,

and temperature, respectively, at the next time step.
Specifically, the energy equation is temporally discretized using an explicit scheme, as adopted in most MPM thermo–

mechanical coupling solvers,110–112

(
𝐶𝑚 + 𝜌𝑐𝐿𝑓𝜙

𝜕𝑆𝑙
𝜕𝑇

)
𝑇̇𝑘+1 + 𝑛𝑙𝜌𝑙𝑐𝑙

(
𝒗𝑘
𝑙
− 𝒗𝑘𝑠

)
⋅ ∇𝑇𝑘 + ∇ ⋅

(
−𝜅𝑚∇𝑇

𝑘
)
= 𝑄. (38)

The momentum balance equations are discretized using the following semi-implicit scheme:

⎧⎪⎨⎪⎩
(𝑛𝑠𝜌𝑠 + 𝑛𝑐𝜌𝑐)𝒗̇

𝑘+1
𝑠 + 𝑛𝑙𝜌𝑙𝒗̇

𝑘+1
𝑙

= ∇ ⋅
(
𝝈′
𝑘
− 𝑝𝑘+1

𝑙
𝑰
)
+ 𝜌𝑚𝒃,

𝑛𝑙𝜌𝑙𝒗̇
𝑘+1
𝑙

= −𝑛𝑙∇𝑝
𝑘+1
𝑙

+ 𝑛𝑙𝜌𝑙𝒃 − 𝑛
2
𝑙

𝜌𝑙𝑔

𝑘𝑎𝑘𝑟

(
𝒗𝑘+1
𝑙

− 𝒗𝑘+1𝑠

)
.

(39)
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YU et al. 3317

The mass balance equation is discretized in the following implicit manner:(
𝜁𝜙
𝜕𝑆𝑙
𝜕𝑇

− 𝛽𝑚

)
𝑇̇𝑘+1 +

𝑛𝑙
𝐾𝑙
𝑝̇𝑘+1
𝑙

+ ∇ ⋅ 𝑛𝑙

(
𝒗𝑘+1
𝑙

− 𝒗𝑘+1𝑠

)
+ (1 − 𝜁𝑛𝑐)∇ ⋅ 𝒗

𝑘+1
𝑠 = 0. (40)

Here, the stress term in the momentum balance equation is treated explicitly, while the drag force term and the pressure
term are evaluated in an implicit manner. This leads to the semi-implicit time integration in which some of the advantages
of the pure explicit and pure implicit schemes are realized while the drawbacks are reduced.
The rate of primary unknowns is approximated by the first-order forward difference,

𝒗̇𝑘+1𝜋 =
𝒗𝑘+1𝜋 − 𝒗𝑘𝜋

Δ𝑡
, 𝑝̇𝑘+1

𝑙
=
𝑝𝑘+1
𝑙

− 𝑝𝑘
𝑙

Δ𝑡
, 𝑇̇𝑘+1 =

𝑇𝑘+1 − 𝑇𝑘

Δ𝑡
, (41)

whereΔ𝑡 is the time step size. To proceed with the fractional step splitting, the rate of velocities (accelerations) is split into
a predicting one (𝒗̇∗𝜋) and a correcting one (𝒗̇∗∗𝜋 ),

𝒗̇𝑘+1𝜋 = 𝒗̇∗𝜋 + 𝒗̇
∗∗
𝜋 , with 𝒗̇∗𝜋 =

𝒗∗𝜋 − 𝒗
𝑘
𝜋

Δ𝑡
and 𝒗̇∗∗𝜋 =

𝒗𝑘+1𝜋 − 𝒗∗𝜋
Δ𝑡

, (42)

where 𝒗∗𝜋 is named the intermediate velocity and 𝒗𝑘+1𝜋 often termed the end-of-step velocity.
Then, based on Equation (42), the momentum equation is split into the predicting part,

⎧⎪⎨⎪⎩
(𝑛𝑠𝜌𝑠 + 𝑛𝑐𝜌𝑐)𝒗̇

∗
𝑠 + 𝑛𝑙𝜌𝑙𝒗̇

∗
𝑙
= ∇ ⋅

(
𝝈′
𝑘
− 𝑝𝑘

𝑙
𝑰
)
+ 𝜌𝑚𝒃,

𝑛𝑙𝜌𝑙𝒗̇
∗
𝑙
= −𝑛𝑙∇𝑝

𝑘
𝑙
+ 𝑛𝑙𝜌𝑙𝒃 − 𝑛

2
𝑙

𝜌𝑙𝑔

𝑘𝑎𝑘𝑟

(
𝒗∗
𝑙
− 𝒗∗𝑠

)
,

(43)

and the correcting part,

⎧⎪⎨⎪⎩
(𝑛𝑠𝜌𝑠 + 𝑛𝑐𝜌𝑐)𝒗̇

∗∗
𝑠 + 𝑛𝑙𝜌𝑙𝒗̇

∗∗
𝑙
= −(𝑛𝑠 + 𝑛𝑐)∇

(
𝑝𝑘+1
𝑙

− 𝑝𝑘
𝑙

)
,

𝑛𝑙𝜌𝑙𝒗̇
∗∗
𝑙
= −𝑛𝑙∇

(
𝑝𝑘+1
𝑙

− 𝑝𝑘
𝑙

)
− 𝑛2

𝑙

𝜌𝑙𝑔

𝑘𝑎𝑘𝑟

[(
𝒗𝑘+1
𝑙

− 𝒗∗
𝑙

)
−

(
𝒗𝑘+1𝑠 − 𝒗∗𝑠

)]
.

(44)

In the predicting step (Equation 43), the pore pressure is held constant, and only the intermediate velocities are to be
solved. However, the end-of-step velocities 𝒗𝑘+1𝜋 and the incremental pore pressure

(
𝑝𝑘+1
𝑙

− 𝑝𝑘
𝑙

)
are still coupled in the

correcting part of the momentum equation (44) and the mass balance equation (40).
Noting that Equation (44) can be rewritten in an explicit manner of 𝒗̇∗∗𝜋 ,

⎧⎪⎨⎪⎩
(𝑛𝑠𝜌𝑠 + 𝑛𝑐𝜌𝑐)𝒗̇

∗∗
𝑠 = −𝜉𝑠(𝑛𝑠 + 𝑛𝑐)∇

(
𝑝𝑘+1
𝑙

− 𝑝𝑘
𝑙

)
,

𝑛𝑙𝜌𝑙𝒗̇
∗∗
𝑙
= −𝜉𝑙𝑛𝑙∇

(
𝑝𝑘+1
𝑙

− 𝑝𝑘
𝑙

)
,

(45)

with

𝜉𝑠 =
𝑛𝑙𝜌𝑙(𝑛𝑠𝜌𝑠 + 𝑛𝑐𝜌𝑐) + Δ𝑡𝐶𝑑(𝑛𝑠𝜌𝑠 + 𝑛𝑐𝜌𝑐)(𝑛𝑠 + 𝑛𝑐)

𝑛𝑙𝜌𝑙(𝑛𝑠𝜌𝑠 + 𝑛𝑐𝜌𝑐) + Δ𝑡𝐶𝑑𝜌𝑚
, 𝜉𝑙 =

𝑛𝑙𝜌𝑙(𝑛𝑠𝜌𝑠 + 𝑛𝑐𝜌𝑐) + Δ𝑡𝐶𝑑𝑛𝑙𝜌𝑙
𝑛𝑙𝜌𝑙(𝑛𝑠𝜌𝑠 + 𝑛𝑐𝜌𝑐) + Δ𝑡𝐶𝑑𝜌𝑚

, (46)

where 𝐶𝑑 = 𝑛2𝑙
𝜌𝑙𝑔

𝑘𝑎𝑘𝑟
is the drag force coefficient. According to the expression of 𝒗̇∗∗𝜋 in Equation (42), Equation (45) can be

further rewritten in terms of 𝒗𝑘+1𝜋 ,

⎧⎪⎪⎨⎪⎪⎩
𝒗𝑘+1𝑠 = −Δ𝑡𝜉𝑠

𝑛𝑠 + 𝑛𝑐
𝑛𝑠𝜌𝑠 + 𝑛𝑐𝜌𝑐

∇
(
𝑝𝑘+1
𝑙

− 𝑝𝑘
𝑙

)
+ 𝒗∗𝑠 ,

𝒗𝑘+1
𝑙

= −Δ𝑡𝜉𝑙
1

𝜌𝑙
∇
(
𝑝𝑘+1
𝑙

− 𝑝𝑘
𝑙

)
+ 𝒗∗

𝑙
.

(47)

 10969853, 2024, 13, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/nag.3794 by H

ong K
ong U

niversity of Science and T
echnology, W

iley O
nline L

ibrary on [14/08/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



3318 YU et al.

Finally, by substituting Equation(47) into Equation(40), 𝒗𝑘+1𝜋 can be canceled, and the pressure Poisson equation can
be obtained,

Δ𝑡𝜂∇2
(
𝑝𝑘+1
𝑙

− 𝑝𝑘
𝑙

)
−
𝑛𝑙
𝐾𝑙
𝑝̇𝑘+1
𝑙

−

(
𝜁𝜙
𝜕𝑆𝑙
𝜕𝑇

− 𝛽𝑚

)
𝑇̇𝑘+1 − (1 − 𝜁𝑛𝑐)∇ ⋅ 𝒗

∗
𝑠 − ∇ ⋅ 𝑛𝑙

(
𝒗∗
𝑙
− 𝒗∗𝑠

)
= 0, (48)

with

𝜂 = 𝜉𝑙
𝑛𝑙
𝜌𝑙
+ 𝜉𝑠

(
𝑛𝑠 + 𝑛𝑐 − 𝜁𝑛𝑐

) 𝑛𝑠 + 𝑛𝑐
𝑛𝑠𝜌𝑠 + 𝑛𝑐𝜌𝑐

. (49)

As summary, the overall solution strategy is illustrated as follows:

⎛⎜⎜⎜⎜⎝
𝒗𝑘𝑠

𝒗𝑘
𝑙
𝑝𝑘
𝑙

𝑇𝑘

⎞⎟⎟⎟⎟⎠
(1)
⟶

⎛⎜⎜⎜⎜⎝
𝒗𝑘𝑠

𝒗𝑘
𝑙
𝑝𝑘
𝑙

𝑇̇𝑘+1

⎞⎟⎟⎟⎟⎠
(2)
⟶

⎛⎜⎜⎜⎜⎝
𝒗̇∗𝑠

𝒗̇∗
𝑙
𝑝𝑘
𝑙

𝑇̇𝑘+1

⎞⎟⎟⎟⎟⎠
(3)
⟶

⎛⎜⎜⎜⎜⎝
𝒗̇∗𝑠

𝒗̇∗
𝑙

Δ𝑝𝑘+1
𝑙

𝑇̇𝑘+1

⎞⎟⎟⎟⎟⎠
(4)
⟶

⎛⎜⎜⎜⎜⎝
𝒗̇𝑘+1𝑠

𝒗̇𝑘+1
𝑙

Δ𝑝𝑘+1
𝑙

𝑇̇𝑘+1

⎞⎟⎟⎟⎟⎠
. (50)

The temperature 𝑇̇𝑘+1 is first solved explicitly by Equation (38), using the current step velocities and temperature, 𝒗𝑘𝜋 and
𝑇𝑘. The resulting temperature is then used to advance the hydro-mechanical coupled equations. In step (2), the inter-
mediate velocities, 𝒗∗𝑠 and 𝒗∗𝑙 , are calculated by solving Equation (43). Then, in step (3), the pore pressure increment

Δ𝑝𝑘+1
𝑙

(
= 𝑝𝑘+1

𝑙
− 𝑝𝑘

𝑙

)
is solved based on the updated temperature 𝑇̇𝑘+1 and the intermediate velocities 𝒗∗𝜋, Finally, the

end-of-step velocities 𝒗𝑘+1𝜋 can be calculated based on updatedΔ𝑝𝑘+1
𝑙

. It is worth noting that the temperature equation can
either be solved in the first step with the resulting temperature serving as the input of subsequent steps or be solved in the
last step to make use of the pre-updated kinematic variables.

4.2 Weak formulations

The partitioned governing equations are transformed into weak formulations based on the standard Galerkin proce-
dure. Considering the boundary conditions, the virtual work equations can be obtained by multiplying corresponding
equations with test functions and integrating over the whole domain Ω.
By multiplying the test function 𝛿𝑇 (with zeros on 𝜕Ω𝑇) and applying the integral by part and the divergence theorem,

the weak form of the time discrete energy equation can be written as

∫
Ω

𝛿𝑇 ⋅

(
𝐶𝑚 + 𝜌𝑐𝐿𝑓𝜙

𝜕𝑆𝑙
𝜕𝑇

)
𝑇̇𝑘+1𝑑𝑉 = − ∫

Ω

𝛿𝑇 ⋅ 𝑛𝑙𝜌𝑙𝑐𝑙
(
𝒗𝑘
𝑙
− 𝒗𝑘𝑠

)
∇𝑇𝑑𝑉 + ∫

Ω

∇𝛿𝑇 ⋅
(
−𝜅𝑚∇𝑇

𝑘
)
𝑑𝑉

− ∫
𝜕Ω

𝛿𝑇 ⋅ 𝑞̂𝑇𝑑𝑆 + ∫
Ω

𝛿𝑇 ⋅ 𝑄𝑑𝑉,

(51)

where 𝑞̂𝑇 is the prescribed boundary heat flux defined in Equations (23) and (24). For the conforming boundary conditions
where the boundary for the material domain aligns with the mesh boundary, the heat flux boundary, as well as the tem-
perature boundary, can be directly imposed on the nodes by explicitly modifying the nodal values. In this condition, the
homogeneous heat flux boundary (i.e., adiabatic boundary) is automatically satisfied. For nonconforming boundary con-
ditions, the boundary conditions can be applied to boundary particle layers. For free-surface particles, it is also convenient
to apply to the related boundary nodes with a proper surface particle/node detection technique.113,114
Similarly, by introducing test functions 𝛿𝒗𝜋 (with zeros on 𝜕Ω𝑣𝜋), the weak form for the momentum balance

equation can be formulated as
Predicting part:

∫
Ω

𝛿𝒗𝑠 ⋅ (𝑛𝑠𝜌𝑠 + 𝑛𝑐𝜌𝑐)𝒗̇
∗
𝑠 𝑑𝑉 + ∫

Ω

𝛿𝒗𝑠 ⋅ 𝑛𝑙𝜌𝑙𝒗̇
∗
𝑙
𝑑𝑉 = ∫

𝜕Ω

𝛿𝒗𝑠 ⋅ 𝒕̂𝑑𝑆 − ∫
Ω

∇𝛿𝒗𝑠 ∶ 𝝈
𝑘𝑑𝑉 + ∫

Ω

𝛿𝒗𝑠 ⋅ 𝜌𝑚𝒃𝑑𝑉, (52)

∫
Ω

𝛿𝒗𝑙 ⋅ 𝑛𝑙𝜌𝑙𝒗̇
∗
𝑙
dV = ∫

𝜕Ω

𝛿𝒗𝑙 ⋅ 𝒕̂𝑙dS − ∫
Ω

∇𝛿𝒗𝑙 ∶
(
−𝑛𝑙𝑝

𝑘
𝑙
𝑰
)
dV + ∫

Ω

𝛿𝒗𝑙 ⋅ 𝑛𝑙𝜌𝑙𝒃dV − ∫
Ω

𝛿𝒗𝑙 ⋅ 𝑛
2
𝑙

𝜌𝑙𝑔

𝑘𝑎𝑘𝑟

(
𝒗∗
𝑙
− 𝒗∗𝑠

)
dV. (53)
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YU et al. 3319

Correcting part:

∫
Ω

𝛿𝒗𝑠 ⋅ (𝑛𝑠𝜌𝑠 + 𝑛𝑐𝜌𝑐)𝒗̇
∗∗
𝑠 𝑑𝑉 = −∫

Ω

𝛿𝒗𝑠 ⋅ 𝜉𝑠(𝑛𝑠 + 𝑛𝑐)∇
(
𝑝𝑘+1
𝑙

− 𝑝𝑘
𝑙

)
𝑑𝑉, (54)

∫
Ω

𝛿𝒗𝑙 ⋅ 𝑛𝑙𝜌𝑙𝒗̇
∗∗
𝑙
𝑑𝑉 = −∫

Ω

𝛿𝒗𝑙 ⋅ 𝜉𝑙𝑛𝑙∇
(
𝑝𝑘+1
𝑙

− 𝑝𝑘
𝑙

)
𝑑𝑉, (55)

where 𝝈̂ (= 𝝈̂𝑠 + 𝝈̂𝑙) and 𝝈̂𝜋 are the prescribed mixture and phase-wise boundary traction, defined in Equation (21). It is
worth noting that the intermediate velocities are also assumed to satisfy the same Dirichlet boundary conditions as the
end-of-step velocities, that is, 𝒗∗𝜋 = 𝒗𝑘+1𝜋 on 𝜕Ω𝑣𝜋. This can be enforced by assigning the nodal intermediate accelerations
𝒗̇∗𝜋 when solving the predictors. For homogeneous velocity boundary (fixed boundary), it leads to 𝒗̇∗𝜋 = 𝟎, while for in-
homogeneous velocity boundary (e.g., footing penetration problem in Section 5.3.2), the nodal intermediate accelerations
are estimated by 𝒗̇∗𝜋 =

(
𝒗𝑘+1𝜋 − 𝒗𝑘𝜋

)
∕Δ𝑡.

Finally, by introducing the test function 𝛿𝑝 (with zeros on 𝜕Ω𝑝), the weak form for the pressure Poisson Equation is
formulated as

∫
Ω

∇𝛿𝑝 ⋅ Δ𝑡𝜂∇
(
𝑝𝑘+1
𝑙

− 𝑝𝑘
𝑙

)
dV + ∫

Ω

𝛿𝑝 ⋅
𝑛𝑙
𝐾𝑙
𝑝̇𝑘+1
𝑙

dV = ∫
𝜕Ω

𝛿𝑝 ⋅ 𝑞𝑘+1
𝑙

dS − ∫
Ω

𝛿𝑝 ⋅

(
𝜁𝜙
𝜕𝑆𝑙
𝜕𝑇

− 𝛽𝑚

)
𝑇̇𝑘+1dV

− ∫
Ω

𝛿𝑝 ⋅ ∇ ⋅ (1 − 𝜁𝑛𝑐) 𝒗
∗
𝑠 dV + ∫

Ω

∇𝛿𝑝 ⋅ 𝑛𝑙
(
𝒗∗
𝑙
− 𝒗∗𝑠

)
dV, (56)

where 𝑞𝑘+1
𝑙

is the artificial Neumann boundary condition arising from the momentum splitting, expressed as

𝑞𝑘+1
𝑙

= Δ𝑡𝜂∇
(
𝑝𝑘+1
𝑙

− 𝑝𝑘
𝑙

)
⋅ 𝒏 − 𝑛𝑙

(
𝒗∗
𝑙
− 𝒗∗𝑠

)
⋅ 𝒏. (57)

Here, 𝑞𝑘+1
𝑙

is similar to the liquid flux boundary, but the treatment of the boundary is not as straightforward as for the
monolithic case. However, most initial-boundary-value problems proceed either from undrained (no-flow) boundaries
with 𝑛𝑙

(
𝒗∗
𝑙
− 𝒗∗𝑠

)
⋅ 𝒏 ≡ 𝟎 and ∇(

𝑝𝑘+1
𝑙

− 𝑝𝑘
𝑙

)
⋅ 𝒏 ≡ 0 or fully permeable conditions (free surface) with 𝑝𝑙 ≡ 𝟎, such that

Equation (57) simplify accordingly.93 Moreover, the pressure Poisson equation requires an incremental pressure bound-
ary condition Δ𝑝𝑘+1

𝑙
= 𝑝𝑘+1

𝑙
− 𝑝𝑘

𝑙
. Since pore pressure is implicitly solved, the incremental pressure boundary should be

implicitly imposed on nodeswhere pore pressure is prescribed. For the free-surface problems, the evolution of free-surface
node should also be tracked.
Although it is clear that the boundary conditions can be applied on either nodes or particles, a precise prescription of

boundary conditions is not simple work in MPM, especially for nonconforming conditions. For example, if the boundary
traction or heat flux is applied on the boundary particles and then mapped to related nodes, this will possibly introduce
additional errors. This motivates researchers to develop more accurate boundary imposition methods, see, for example,
Refs. 115–120.

4.3 MPM spatial discretization

The material domain Ω is discretized into a finite number of disjoint subdomains Ω𝑝. Each subdomain is represented by
a material point (interchangeable with the term “particle”). The original MPM proposed by Sulsky et al.39,121 suffers from
the so-called crossing-cell noise. This issue stems from the interpolation function utilized in the original MPM, which is
only C0 continuous. As a result, the gradient properties become discontinuous when particles cross the cell boundary.
Recent variants of MPM, such as the GIMP method122 and the B-spline MPM,123 can significantly reduce the crossing-
cell instability by using higher-order interpolation functions. In this work, the GIMP method is used to discretize the
weak formulations. 1D GIMP shape functions are obtained by multiplying the grid basis function 𝑁𝑖 and the particle
characteristic function 𝜒𝑝 and integrating on the particle domain as follows:

𝑆𝑖𝑝 =
1

𝑉𝑝 ∫
Ω𝑝∩Ω

𝜒𝑝(𝑥)𝑁𝑖(𝑥)𝑑𝑉, ∇𝑆𝑖𝑝 =
1

𝑉𝑝 ∫
Ω𝑝∩Ω

𝜒𝑝(𝑥)∇𝑁𝑖(𝑥)𝑑𝑉, (58)
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3320 YU et al.

where 𝑆𝑖𝑝 and∇𝑆𝑖𝑝 are the GIMP shape function and its gradient, and 𝑉𝑝 = ∫
Ω𝑝
𝜒𝑝 (𝑥) 𝑑𝑉 is the volume of particle 𝑝. 2D

and 3D GIMP shape functions can be obtained by-products of each dimension. For simplicity but without losing gener-
ality, we adopt a linear grid basis function and a hat-shaped particle characteristic function, which offers a C1 continuity.
Absolutely, one can introduce high-order grid basis functions to generateC2-continuous GIMP shape functions or directly
use cubic B-spline basis function, which is also C2 continuous, as MPM shape functions. The fractional step time integra-
tion permits an equal-order interpolation for pressure and displacement so that all the variables can use a unified set of
MPM shape functions while reducing the inf-sup instability. Therefore, the trial solution fields and the test functions are
approximated as

⎧⎪⎪⎨⎪⎪⎩

𝒗𝑠 = 𝑺 ⋅ 𝓿𝑠

𝒗𝑙 = 𝑺 ⋅ 𝓿𝑙

𝑝𝑙 = 𝑺 ⋅ 𝓹𝑙

𝑇 = 𝑺 ⋅𝓣

,

⎧⎪⎪⎨⎪⎪⎩

𝛿𝒗𝑠 = 𝑺 ⋅ 𝛿𝓿𝑠

𝛿𝒗𝑙 = 𝑺 ⋅ 𝛿𝓿𝑙

𝛿𝑝 = 𝑺 ⋅ 𝛿𝓹𝑙

𝛿𝑇 = 𝑺 ⋅ 𝛿𝓣

, (59)

where 𝓿𝜋, 𝓹𝑙, and 𝓣 are the nodal arrays of velocity, pore pressure, and temperature, and 𝑺 is the array of the
shape functions.
By applying Equation (59) and canceling the test functions, the weak formulations can be discretized as follows:

∙ Energy balance equation:

𝓜44𝓣̇
𝑘+1

− 𝒇4 = 0, (60)

∙ Momentum balance equations—predicting part:[
𝓜11 𝓜12

0 𝓜22

][
𝓿̇
∗
𝑠

𝓿̇
∗
𝑙

]
+

[
0 0

𝓚21 𝓚22

][
𝓿∗𝑠

𝓿∗
𝑙

]
=

[
𝒇1

𝒇2

]
, (61)

∙ Pressure Poisson equation:

𝓜33𝓹̇
𝑘+1
𝑙 +𝓜34𝓣̇

𝑘+1
+𝓚31𝓿

∗
𝑠 +𝓚32𝓿

∗
𝑙
+𝓚33

(
𝓹𝑘+1
𝑙

− 𝓹𝑘
𝑙

)
− 𝒇3 = 0, (62)

∙ Momentum balance equations—correcting part:[
𝓜11 0

0 𝓜22

][
𝓿̇
∗∗
𝑠

𝓿̇
∗∗
𝑙

]
= −

⎡⎢⎢⎣
𝓚13

(
𝓹𝑘+1
𝑙

− 𝓹𝑘
𝑙

)
𝓚23

(
𝓹𝑘+1
𝑙

− 𝓹𝑘
𝑙

)⎤⎥⎥⎦, (63)

where𝓜11,𝓜22,𝓜33,𝓜34, and𝓜44 are generalized mass matrices;𝓚13,𝓚23,𝓚21,𝓚22,𝓚31,𝓚32, and𝓚33 are
generalized stiffness matrices; and 𝒇1, 𝒇2, 𝒇3, and 𝒇4 are nodal arrays of force vectors. These matrices and vectors are
given in Appendix A.

4.4 Solution algorithm

For the implementation of multiphysics and multiphase MPM, ensuring numerical stability is of great importance. Apart
from the crossing-cell noise and the inf-sup instability mentioned in previous sections, there are also many other sources
of instability in MPM, such as the ringing instability due to particle-grid mapping,124 the checkerboard stress osculation
due to volumetric or shear locking,125 and the boundary instability arising from the arbitrary nature of material domain
relative to the mesh boundary.117,118 A vast number of new methods have been proposed to tackle these issues, such as
𝛼PIC method,126 XPIC method,127–129 𝑩̄method,48 𝑭̄ method,83,130 ghost stabilization technique,117 and so forth.
In the current THM-coupled MPM, it has been observed that the particle temperature interpolated from nodal incre-

mental temperature, known as the FLIP temperature, also suffers local oscillation near the temperature boundary or
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YU et al. 3321

where the temperature field is highly discontinuous. This is also attributed to the use of low-order shape functions used
for temperature interpolation. Although this oscillation has little influence on the global temperature solution, it can
lead to local abnormality for other temperature-dependent variables, such as the degree of liquid saturation. It has also
been found that the extrapolated nodal temperature, termed here as the PIC temperature, is smoother, but it suffers from
unphysical numerical conduction over time. The phenomenon is also found by Nairn and Guilkey.110 An effectivemethod
to address this issue is by using the FLIP temperature to advance the solution of the governing equations while using the
PIC temperature as input for other variables. The two temperatures can be calculated as follows62,112:(

𝑇𝑘+1𝑝

)
FLIP

= 𝑇𝑘𝑝 + Δ𝑡
∑
𝑖

𝑇̇𝑘+1
𝑖

𝑆ip, (64)(
𝑇𝑘+1𝑝

)
PIC

=
∑
𝑖

𝑇𝑘+1
𝑖

𝑆𝑖𝑝. (65)

Although the employment of the fractional stepmethod can largely reduce the pressure oscillation arising from the low-
order interpolations, the issue may persist when a considerably large timestep is used.87,97 To further reduce the influence
of inf-sup instability, we follow the treatment proposed by White and Borja88 and Zhao and Choo.52,91 The stabilization
method, termed the polynomial pressure projection method, adds a penalty term to the mass balance equation, thereby
ensuring the whole system satisfies a weak inf-sup condition. In this method, the additional term is added to the Pressure
Poisson equation as follows:

𝓜33𝓹̇
𝑘+1
𝑙 +𝓜34𝓣̇

𝑘+1
+𝓚31𝒗

∗
𝑠 +𝓚32𝒗

∗
𝑙
+𝓚33

(
𝓹𝑘+1
𝑙

− 𝓹𝑘
𝑙

)
+𝓗𝑠𝑡𝑎𝑏

(
𝓹𝑘+1
𝑙

− 𝓹𝑘
𝑙

)
− 𝒇3 = 0, (66)

where𝓗𝑠𝑡𝑎𝑏 is the stabilization matrix, written as

𝓗𝑠𝑡𝑎𝑏 = ∫
Ω

𝜏

2𝐺

(
𝑺𝑇 −

∏
𝑺
𝑇
)(
𝑺 −

∏
𝑺
)
𝑑𝑉, (67)

where 𝑺 is the array of shape functions,
∏
𝑺 is defined as the cell-averaged shape function, 𝐺 is the shear modulus of the

solid material, and 𝜏 is a stabilization parameter. The default value of 𝜏 is 1. It is important to note that a large value of 𝜏
can improve the stabilization effect butmay induce extra pore pressure dissipation, especially in the presence of extremely
sharp gradients, as stated by White and Borja themselves.88 Therefore, the proper choice of a stabilization parameter is
important for successful stabilization. More details on the selection of the stabilization parameter can be found in Refs.
52, 131. Moreover, adding a small compressibility for fluid in matrix𝓜33 can also improve the stability of the system.
Other stabilization methods, such as adding some artificial compressibility for the mixture, may be equally effective. The
readers may refer to Ref. 93 for details about artificial compressibility.
The solution procedure of the proposedMPM formultiphysicsmodeling of the freeze–thawof porousmedia is presented

in Algorithm 1.

5 NUMERICAL EXAMPLES

In this section, we will evaluate the performance of the proposed framework through several numerical examples. First,
we will verify the thermo-hydraulic (TH) coupling during freezing and thawing by comparing our results with those of
two benchmark examples. Subsequently, we will validate the THM coupling through two experimental examples. Finally,
we will present two THM-coupled large deformation problems to demonstrate the capability of the proposed framework
in simulating thawing-related failures. The mechanical and thermal properties of ice and water used in the following
examples are presented in Table 1. Note that the parameters used for different examples may vary slightly to maintain
consistency with the referenced case.

5.1 Verification of TH-coupled MPM

5.1.1 Frozen inclusion thaw

The first example, known as the “frozen inclusion thaw,” was designed by Grenier et al.36 to validate their codes for
modeling thermal hydrologic processes in porous systems undergoing freezing and thawing. It has been benchmarked
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3322 YU et al.

ALGORITHM 1 MPM algorithm for multiphysics modeling of freezing and thawing porous media.

1: if 𝑡 = 0 then
2: Initialize material points.
3: Assign material point properties: 𝑉0𝑝 , 𝜌0𝜋𝑝 , 𝑛0𝜋𝑝 , 𝑇0𝑝 , 𝑆0𝑙𝑝 , 𝑛

0
𝜋𝑝 , 𝝈0𝑝 , 𝑝0𝑙𝑝 , 𝒗

0
𝜋𝑝 , 𝑘0𝑝 .

4: end if
5: while 𝑡 ≤ 𝑡𝑒𝑛𝑑 do
6: Initialize background mesh.
7: Map particle information to nodes and compute nodal velocities and temperature:

𝒗𝑘
𝑠𝑖 =

∑
𝑝

(
𝑚𝑘
𝑠𝑝 + 𝑚

𝑘
𝑐𝑝

)
𝒗𝑘𝑠𝑝𝑆𝑖𝑝∕

∑
𝑝

(
𝑚𝑘
𝑠𝑝 + 𝑚

𝑘
𝑐𝑝

)
𝑆𝑖𝑝 ,

𝒗𝑘
𝑙𝑖
=

∑
𝑝
𝑚𝑘
𝑙𝑝
𝒗𝑘
𝑙𝑝
𝑆𝑖𝑝∕

∑
𝑝
𝑚𝑘
𝑙𝑝
𝑆𝑖𝑝 ,

𝑇𝑘
𝑖
=

∑
𝑝
𝑉𝑘𝑝𝐶

𝑘
𝑚𝑝𝑇

𝑘
𝑝𝑆𝑖𝑝∕

∑
𝑝
𝑉𝑘𝑝𝐶

𝑘
𝑚𝑝𝑆𝑖𝑝 .

8: Compute particle strain: Δ𝜺𝑘+1𝑝 =
1

2
Δ𝑡[

∑
𝑖
𝒗𝑘si∇𝑆ip + (

∑
𝑖
𝒗𝑘si∇𝑆ip)

𝑇
] − 𝛽𝑠Δ𝑇

𝑘
𝑝𝑰.

9: Update particle volume: 𝑉𝑘+1𝑝 = 𝑉𝑘𝑝
[
1 + 𝑡𝑟

(
Δ𝜺𝑘𝑝

)]
.

10: Update particle porosity: 𝑛𝑘+1
𝑙𝑝

= 1 − 𝑛𝑘𝑠𝑝∕
[
1 + 𝑡𝑟

(
Δ𝜺𝑘𝑝

)]
.

11: Update particle density: 𝜌𝑘+1𝜋𝑝 = 𝜌𝑘𝜋𝑝∕
(
1 + 𝛽𝑠Δ𝑇

𝑘
𝑝

)
.

12: Update particle liquid saturation 𝑆𝑘+1
𝑙𝑝

and permeability 𝑘𝑘+1𝑟𝑝 , 𝑘𝑘+1𝑎𝑝 : Equations (25)–(27).

13: Update particle volume fraction: 𝑛𝑘+1𝜋𝑝 = 𝑉𝑘+1𝑝 𝑆𝑘+1
𝑙𝑝

.

14: Compute effective stress: 𝝈′𝑘+1𝑝 = 𝝈′
𝑘
𝑝 + 𝑫 ∶ Δ𝜺

𝑘+1
𝑝 + 𝝈′

𝑘
𝑝 ⋅ Δ𝝎

𝑘+1
𝑠𝑝 − Δ𝝎𝑘+1𝑠𝑝 ⋅ 𝝈′

𝑘
𝑝 .

15: Assemble nodal matrix and arrays: Equations (A1)–(A14), (66)–(67).
16: Compute nodal temperature rate 𝑇̇𝑘+1

𝑗 : Equation (60).
17: Compute nodal intermediate velocities 𝒗∗

𝜋𝑗 : Equation (61).
18: Compute nodal incremental pore pressure Δ𝑝𝑘+1𝑗 : Equation (62).
19: Compute end-of-step nodal velocities 𝒗𝑘+1𝜋𝑗

: Equation (63).
20: Update particle velocities, pore pressure, and temperature:

𝜓𝑘+1𝑝 = 𝜓𝑘𝑝 +
∑
𝑖
Δ𝜓

𝑘+1
𝑖 𝑆𝑖𝑝, 𝜓 = 𝒗𝜋, 𝑝𝑙, 𝑇

21: Update particle position: Δ𝒙𝑘+1𝑝 = Δ𝑡(𝒗𝑘sp +
1

2

∑
𝑖
Δ𝒗𝑘+1si 𝑆ip).

22: 𝑡 = 𝑡 + Δ𝑡.
23: end while

TABLE 1 Mechanical and thermal properties of ice and liquid water.

Parameter Description Value Unit
𝜌𝑙 Intrinsic density of liquid (at 0◦C) 1000 kg∕m3

𝜌𝑐 Intrinsic density of ice (at 0◦C) 920[1,2], 917[3−6] kg∕m3

𝐾𝑙 Liquid compressibility 1 × 10−8[1,2], 1 × 10−9[3−6] 1/Pa
𝑐𝑙 Specific heat capacity of liquid 4182[1,2], 4200[3−6] J/(kg ⋅ ◦C)
𝑐𝑐 Specific heat capacity of ice 2060 J/(kg ⋅ ◦C)
𝛽𝑙 Thermal expansivity of liquid 2.1 × 10−4 1/◦C
𝛽𝑐 Thermal expansivity of ice 1.53 × 10−4 1/◦C
𝜅𝑙 Thermal conductivity of liquid 0.6 W/(m ⋅ ◦C)
𝜅𝑐 Thermal conductivity of ice 2.14[1,2], 2.2[3−6] W/(m ⋅ ◦C)
𝐿𝑓 Latent heat of fusion 3.34 × 105 J/kg

Note: Subscripts [1]–[6] indicate the value used for numerical examples in Sections 5.1.1–5.3.2, respectively.

through an intercomparison of simulation results from 13 different codes. The example simulates themelting of an initially
frozen inclusion locatedwithin a saturated porousmedium that is subjected towarmwater flow. FollowingGrenier et al.,36
we neglect the density-driven convection, porosity change, and mechanical response caused by either thermal expansion
or phase transition, and adopt the same SFCC and hydraulic conductivitymodels in their work, as shown in Appendix B.1.
Figure 2 illustrates the model setup of the problem. The modeling domain is a rectangular area with dimensions of 3

m × 1 m. An initially frozen inclusion with a square shape and dimensions of 0.33 m is located along the central axis
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YU et al. 3323

F IGURE 2 Model setup for the simulation of frozen inclusion thaw.

TABLE 2 Summary of cases in the frozen inclusion thaw and Talik closure/opening examples.

ex1: frozen inclusion thaw ex2: Talik closure/opening
ID 𝛁𝒉 𝒑𝟏 [Pa] 𝑻𝟏 [◦C] 𝛁𝒉 𝒑𝟏 [Pa] 𝑻𝟏 [◦C]
Case 1 0% 0 5 0% 0 5
Case 2 3% 882.9 5 3% 882.9 5
Case 3 9% 2648.7 5 9% 2648.7 5

of the domain, with its center 1 m away from the left boundary. The initial temperature of the frozen inclusion (𝑇−0 ) is
−5◦C, while the surrounding temperature (𝑇+0 ) is 5

◦C. The left surface is exposed to a constant temperature of 5◦C and a
constant pore pressure𝑝1, while the right surface is a zero-pressure boundary. Three caseswith different𝑝1 are conducted:
(1) Case 1: 0 Pa, (2) Case 2: 882.9 Pa, and (3) Case 3: 2648.7 Pa, corresponding to the 0, 3, and 9% pressure head gradient
(∇ℎ = ℎ∕𝐿) cases in Grenier et al.’s study,36 as shown in Table 2. Here, ℎ = 𝑝𝑙∕𝜌𝑙𝑔 is the pressure head, 𝐿 is the length
from the upgradient side to the downgradient side, equaling 3 m, and 𝑔 is the gravitational acceleration (9.81m∕s2). Case
1 represents a pure heat conduction problem, whereas the other two cases involve convective heat transfer triggered by
the liquid flow. Since no mechanical response is expected in this example, we impose zero velocity on the solid phase.
Additionally, the liquid fluxes at the top and bottom surfaces are set to zero to ensure no flow through the two boundaries.
The soil properties used are given as follows36: 𝜙 = 0.37, 𝑘0 = 1.3 × 10

−10 m/s, 𝜌𝑠 = 2650 kg∕m3, 𝑐𝑠 = 835 J/(kg ⋅ ◦C),
and 𝜅𝑠 = 9W/(m ⋅ ◦C). A convergence study is first conducted to investigate the influence of mesh size and the number
of particles per cell (ppc) on the numerical results. Quadrilateral cell with uniform size is adopted in all cases. Detailed
information on the test cases is presented in Section B.2. Figure B1 shows that using a finer background mesh can help
improve the accuracy of the results while increasing the particle number per cell does not work effectively. Although using
a finer mesh can help achieve closer results to the actual solutions, this may dramatically increase the computational cost.
Hence, a mesh size of 0.01 mm and four ppc are adopted as the default setting for the reset simulations, considering a
trade-off between accuracy and efficiency.
Figure 3 shows the temperature and pressure head contour (∇ℎ = 3%) at 𝑡 = 22, 860 s for Case 2. The chosen time is

before the threshold time at which the frozen inclusion completely melts and around which extremely nonlinear spa-
tial distributions of temperature are observed (see Figure 3D). At the associated time, the frozen inclusion becomes
rounder in shape and warmer compared to its initial temperature. Figure 3B,D shows that our simulated temperature
is almost identical to the results using the FVM code Cast3M.36 Figure 3A,C shows that the head fields in the unfrozen
region are consistent for both results, while minor discrepancies are observed within the frozen region which may arise
from the low permeability of the frozen inclusion. Since most of the water is frozen, there is nearly no liquid flow
and, thus, no convective heat transfer in this region. Therefore, the discrepancy shows no evident influence on the
temperature evolution.
Figure 4 shows the temperature plume on the horizontal axis for Case 1 (∇ℎ = 0%) and Case 3 (∇ℎ = 9%) in this study

in comparison with the reference study. In Case 1, the temperature distribution starts symmetrically but later becomes
asymmetric due to geometric asymmetry. In contrast, the temperature distribution in Case 3 turns asymmetric immedi-
ately once the fluid fields have formed and carriedwarmerwater downstream. The close similarity between our results and
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3324 YU et al.

F IGURE 3 Contours of pressure and temperature from the literature36 (left column) and this work (right column) in Case 2 (∇ℎ = 3%)
at t = 22,860 s.

F IGURE 4 Contours of pressure and temperature from this work (top row) and the literature36 (bottom row) in Case 2 (∇ℎ = 3%) at
𝑡 = 22, 860 s.
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YU et al. 3325

F IGURE 5 Contours of temperature in (A) Case 2 (∇ℎ = 3%) and (B) Case 3 (∇ℎ = 9%).

the reference study validates our numerical methods. Notably, the frozen region in Case 3 melts much faster than that in
Case 1. The former approaches a nearly uniform temperature at 5◦C after 60,000 s, while theminimum temperature in the
latter case remains below 3◦C after 190,000 s. This indicates that liquid flow may significantly influence the temperature
evolution and the phase balance in frozen porous media. Figure 5 further illustrates contours at different time frames for
cases with 3 and 9% head gradients. The high-gradient case exhibits faster heat transfers and longer temperature plumes,
highlighting the considerable effect of liquid flow and heat convection in frozen groundwater systems.

5.1.2 Talik closure/opening

The second example presents a different boundary value problem by imposing both rising and decreasing temperature
boundaries simultaneously. This example, referred to as “Talik closure/opening,” has a layer of soil or sediment in per-
mafrost that remains unfrozen, usually serving as underground seepage channels. It is designed to study the closure or
opening of Talik during permafrost freezing and thawing.36 The model setup of the problem is illustrated in Figure 6. Two
semi-circular frozen regions with an initial negative temperature (𝑇−0 ) of −5

◦C are located symmetrically in the bottom
and upper half of a 1-m2 domain, with the middle area initially unfrozen at a temperature (𝑇+0 ) of 5

◦C. The left boundary
is prescribed with a constant positive temperature of 5◦C, while the bottom and upper boundary are prescribed with a
constant negative temperature of −5◦C. Similarly, three cases with ∇ℎ = 0% (Case 1), 3% (Case 2), and 9% (Case 3) are
conducted, as shown in Table 2. The corresponding boundary pressure 𝑝1 are 0, 294.3, and 882.9 Pa, respectively. The
material properties are identical to the previous example.
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3326 YU et al.

F IGURE 6 Model setup for the Talik closure/opening problem.

F IGURE 7 Contours for temperature field in Case 2 (∇ℎ = 3%) at 𝑡 = 19,900 s. The left subfigure (A) shows the simulation results
obtained in Ref. 36 using the FVM code Cast3M, while the right subfigure (B) shows the solution obtained in this study using coupled MPM.

Figure 7 presents a comparison of the temperature contour of Case 2 at 𝑡 = 19, 900 s between our prediction and the
reference study. The contour lines forMPM in Figure 7B are almost identical to those in Figure 7A, suggesting the accuracy
of the presented method in capturing the thermal-hydraulic responses in complex freeze–thaw systems. Figure 8 further
shows a quantitative comparison of the temperature along the vertical axis in both studies. For both Cases 1 and 3, our
simulated temperature has identical evolution patterns and comparable magnitudes with the referenced results. It is also
observed from Figure 7 that the minimum temperature at the center of the domain is below 0◦C, indicating the Talik
has been closing at the associated time. This phenomenon implies that the seepage channel can be obstructed by the
formation of ice under relatively low gradient flow conditions. More contour results for all three cases at different time
instants are shown in Figure 9. For Case 1, which represents a scenario of pure heat conduction, the temperature within
the Talik rapidly drops below the freezing point, resulting in the merging of the two frozen semicircular regions. The
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YU et al. 3327

F IGURE 8 Temperature along the vertical central axis for this study (top row) and Ref. 36 (bottom row). The left two subfigures (A) and
(C) correspond to Case 1 (∇ℎ = 0%), and the right two (B) and (D) correspond to Case 3 (∇ℎ = 9%).

closure of the Talik is attributed to the conductive heat loss caused by the frozen temperature boundaries. In contrast, for
Case 3, the cooling effect due to conductive heat loss in the Talik is progressively hindered by thewarmer flow from the left
heating boundary. Consequently, convective heat transfer eventually becomes dominant, leading to the widening of the
Talik zone. The closure or opening of the Talik is greatly influenced by the intensity of the convective heat transfer, which
is controlled by the flow rate. In this case, the pressure head gradient of 3% provides an insufficient flow rate to resist the
connection of frozen regions, as previously analyzed. This example showcases the important role of heat convection and
its combined effects with heat conduction in shaping the morphology of permafrost.

5.1.3 Code performance

To further evaluate the code performance, additional global indexes for the two examples are investigated and compared
with the results in Ref. 36

(1) For the frozen inclusion thaw example, two indexes, the global minimum temperature (𝑇𝑚𝑖𝑛) and the total volume
of liquid within the domain

(
𝑉𝑡𝑜𝑡𝑎𝑙
𝑙

)
, are examined. The evolution of these two performance measures is shown in

Figure 10. Consistent trends andmagnitude are observed between ourMPM results and the results from other codes.*
Notably, the typical stepwise feature of these curves is replicated. Based on 𝑇𝑚𝑖𝑛, we can divide the entire frozen inclu-
sion thaw process into three stages. (I) When 𝑇𝑚𝑖𝑛 < −1◦C, the inner areas of the frozen inclusion become warmer

* Results from other codes can be found on the INTERFROST PROJECT website: https://wiki.lsce.ipsl.fr/interfrost/doku.php.
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3328 YU et al.

F IGURE 9 Contours of temperature in (A) Case 1 (∇ℎ = 0%), (B) Case 2 (∇ℎ = 3%), and (C) Case 3 (∇ℎ = 9%).

F IGURE 10 Performance measures for the frozen inclusion thaw example (A) Global minimum temperature and (B) total liquid water
volume.
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YU et al. 3329

F IGURE 11 Performance measures for the Talik example. (A) Temperature at the center of the problem domain and (B) equivalent
hydraulic conductivity for Case 2 (∇ℎ = 3%) and Case 3 (∇ℎ = 9%).

through conductive heat transfer from the unfrozen area. This period only maintains a very short period for all three
cases. (II) When −1◦C < 𝑇𝑚𝑖𝑛 < 0◦C, phase transition mainly happens in this stage. Due to the latent heat effect, the
temperature in the frozen inclusion increases at a very low rate, especially for Case 1, which has no connective heat
transfer. (III) When 𝑇𝑚𝑖𝑛 > 0◦C, the residual cool temperature plume after the complete melting of the frozen inclu-
sion is gradually transported downgradient until a uniform temperature is achieved. This figure clearly demonstrates
the role of the latent heat effect during phase transition and further highlights the influence of convective heat transfer
on temperature evolution.

(2) For the Talik closure/opening example, another two global indexes, the temperature evolution at the central Point
A (0.5 and 0.5 m), and the equivalent hydraulic conductivity 𝑘𝑒𝑞 are investigated. 𝑘𝑒𝑞 = ∫

𝜕Ω𝑜
𝑛𝑙𝒗𝑙 ⋅ 𝒏𝑑𝑆∕ ∫𝜕Ω𝑜 𝑛𝑙𝑑𝑆 is

defined as the integrated Darcy flux at the outlet boundary divided by the imposed head gradient, in which 𝜕Ω𝑜𝑢𝑡
represents the outlet flow boundary, namely, the right boundary in this example. Figure 11 presents the two indexes
alongside the results obtained from other 13 codes. Good agreements with the simulation results from other codes
are found for both indexes. The obvious differences between the two presented cases clearly illustrate the character-
istics of Talik closure or opening. Figure 11A shows that the center temperature in the low-gradient case rapidly falls
below zero, whereas that in the high-gradient case initially decreases and then increases but always remains above
the freezing point. The changing trend in the latter case signifies the transition of the heat transfer mechanism from
conductive to convective dominance and the transformation of the porous system from a frozen state to a thawing
state. Figure 11B shows that the equivalent hydraulic conductivity for the low-gradient case gradually decreases to
zero, indicating that the seepage channel is blocked by ice. Conversely, the equivalent hydraulic conductivity for the
high-gradient case displays an overall increasing trend, reflecting the opening or widening of the Talik.

The two examples suggest that the proposedmethod can effectively and accurately capture critical characteristics during
freezing and thawing processes in a hydrological and thermal coupled porous system. It is worth mentioning that the
CPU times are approximately 35 min for the frozen inclusion thaw example with 20,000 steps and 25 min for the Talik
closure/opening example with 60,000 steps when using a desktop with an Intel CoreTM i7-11700, indicating a relatively
good run time performance. This provides a solid foundation for the subsequent thermal-hydro-mechanical analysis of
porous media involving phase transition.

5.2 Verification of THM-coupled MPM

5.2.1 1D thawing consolidation

Thaw settlement is a typicalmechanical response of frozen soil subjected to temperature rise. In this example, we simulate
the thawing consolidation of frozen ground, aiming to validate the performance of the THM-coupledMPM in dealingwith
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3330 YU et al.

F IGURE 1 2 (A) Model setup for the thawing consolidation of a frozen ground and (B) surface settlement over time.

thermal-hydro-mechanical coupled problems. The soil sample is a 10 cm by 10 cm cylinder subjected to nonisothermal
confined compression. The problem can be simplified as a 1D consolidation problem, with the geometry and test condi-
tions illustrated in Figure 12A. To ensure 1D deformation, the bottom boundary is fixed, and the left and right boundaries
allow vertical deformation only. The top surface is a zero-pressure boundary, while the other boundaries are zero-flux
boundaries. The initial temperature of the soil sample is −1◦C. During the simulation, the top surface is subjected to a
constant temperature 𝑇𝑠 of 20◦C and a uniformly distributed surcharge 𝑞 of 50 kPa simultaneously. The bottom is kept at
−1◦C, and the lateral sides are insulated. Following Yao et al.,132 the thaw settlement is assumed to be in the elastic range,
and the thermal strain is neglected. The mechanical and thermal parameters are given as follows: 𝐸 = 400 kPa, 𝜈 = 0.3,
𝜙 = 0.4 (at −1◦C), 𝜌𝑠 = 2750 kg/m3, 𝑐𝑠 = 720 J/(kg ⋅ ◦C), 𝜅𝑠 = 1.6W/(m ⋅ ◦C), and 𝑘0 = 7 × 10

−9 m/s (at 0◦C). The mate-
rial constants in the SFCC (Equation 25) and relative permeability model (Equation 27) are set as: 𝜆 = 0.5, 𝑝0 = 100 kPa,
and𝑚 = 0.5. The initial domain is discretized into 50 cells with a cell size of 0.2 cm.
The reference case is labeled as Test A. Three additional cases are carried out to show the effect of different factors on the

hydro-mechanical response during thaw consolidation. In Test B, the surface surcharge is removed while the surface tem-
perature keeps unchanged. In Test C, the term 𝜁𝐷𝑠𝑛𝑐∕𝐷𝑡 in the mass balance equation (see Equation 6), which represents
the effect of phase transition on the volumetric change, is not activated. In Test D, the porosity-dependent permeability
(Equation 27) is not considered. Figure 12B compares the ground settlement in this study and previous studies. Overall,
the result of the reference case Test A is in good agreementwith the experiment data. In this experiment, the accumulation
of thaw settlement results from the combined effect of frozen soil melting and surface surcharge. For natural permafrost,
even without surface surcharge, the soil may still subside during thawing. This behavior is successfully captured in Test B.
To better explain the behavior of frozen soil during melting, we further plot the spatial distribution of pore water pressure
for Tests A–C at different time instances in Figure 13A and the relationships between pore pressure, ice saturation, and
permeability with regard to soil depth for Test A in Figure 13B.
In Tests A and C, the maximum pore pressures are about 50 kPa, equal to the surface surcharge. The pore pressure

distribution curves show a noticeable turning point that almost coincides with the thaw front, as evidenced in Figure 13B.
Above the turning point, the pore pressure dissipates much faster than that below because the permeability of the upper-
layer melted soil is several-order higher than that of the unmelt soil. In test C, which involves temperature rise only, the
excess pore pressure is negative with a peak shifting along with the thaw front. The negative pressure results from volume
shrinkage (about 9%) due to ice melting, and it generates compression stress on the soil skeleton, leading to the settle-
ment of the soil. Existing laboratory tests have also observed negative pore pressure during the thaw settlement of frozen
soils.133,134 However, since the simulation employs an ideal elastic model, the soil returns to its original state as the pore
pressure dissipates (an elastic–plastic model may reduce the recovery). Without accounting for the effect in Test C, the
rate of pore pressure dissipation and settlement is underestimated compared to Test A. Additionally, by comparing Case
1 and Case 4, neglecting the porosity-dependent permeability changes may result in an overestimation of the settlement
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F IGURE 13 (A) Pore pressure distribution along with depth in Tests A–C. (B) Relationships of normalized pore pressure 𝑝𝑙∕𝑞, ice
saturation 𝑆𝑐 , reciprocal of normalized permeability 𝑘0∕𝑘, and soil depth d at 𝑡 = 1 h in Test A, in which the red dash lines indicate where the
thaw front propagates to.

F IGURE 14 Model setup for the
simulation of an initially unfrozen rock
subjected to freezing from the hole surface.

rate. Thaw settlement is a rather complex phenomenon influenced by various factors, including material properties, tem-
perature variations, ice contents, soil permeability, and external loads. The proposed framework can capture the major
essential characteristics during soil melting with fairly good simulation results.

5.2.2 2D freezing problem

The experiment of rock freezing25 is used as the benchmark. In this experiment, a saturated rock sample of 45 × 30 ×
15 cm (L ×W × H) with a cylindrical hole of 4.6 cm at its center was tested. A brine circulation through the cylindrical
hole with a constant temperature of −20◦C was used as the cooling source. The sample was confined within a thermostat
box to ensure the adiabatic condition. The temperature and axial strain were measured at points A and B, 1 and 4 m to
the hole surface, respectively. Considering the geometric symmetry, we use one-fourth of the domain in the simulation
and simplify the problem as a 2D plane strain problem. Figure 14 illustrates the model setup of the problem. The initial
temperature of the rock sample is 22◦C. The heat transfer coefficient between the hole surface and the cooling water
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F IGURE 15 Contours of (A) temperature 𝑇, (B) ice saturation 𝑆𝑙 , (C) radial displacement 𝑢𝑟, and (D) pore water pressure 𝑝𝑙 at 10 h.

F IGURE 16 Contours of (A) temperature 𝑇, (B) ice saturation 𝑆𝑙 , (C) radial displacement 𝑢𝑟 , and (D) pore water pressure 𝑝𝑙 at 15 h.

is 100 W/(m2{\cdot}◦C). The isoperimetric cell is adopted to improve the results when using unstructured cells.135 The
linear elastic model is used withmechanical and thermal parameters given as follows: 𝐸 = 1GPa, 𝜈 = 0.25, 𝜙0 = 0.224 (at
22◦C), 𝜌𝑠 = 1830 kg/m3, 𝑐𝑠 = 816 J/(kg ⋅ ◦C), 𝛽𝑠 = 2.7 × 10

−5/◦C, 𝜅𝑠 = 1.046W/(m ⋅ ◦C), and 𝑘0 = 1 × 10
−7 m/s (at 0◦C).

The parameters in the SFCC and the relative permeability model are set as: 𝜆 = 𝑚 = 0.5 and 𝑝0 = 100 kPa.
Figures 15 and 16 show the contours of temperature, ice saturation, radial displacement, and pore pressure at 𝑡 = 10 and

15 h, respectively. During cooling, the freezing front (0◦C contour line) propagates to the far end, which is identified by a
very narrow and clear mussy zone (i.e., liquid–ice mixed region) near the freezing front in the ice saturation contour. The
narrowmussy zone is probably owing to the utilization of a steep SFCC. Figure 17A,B compares the simulated temperature
and experimental results at Points A and B. Numerical results using FEM by Refs. 25, 78 are presented for comparison. It
can be seen that our simulated temperature is in good agreement with the experimental one. A noteworthy phenomenon
is that, due to the latent heat effect, the temperature drop slows down gradually when phase transition occurs below the
freezing point. The radial displacement field (Figures 15C and 16C) shows how the rock sample deforms during freezing.
The contour map is separated into three regions by two zero displacement lines, where the intermediate region undergoes
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F IGURE 17 Comparison of results in these study and previous work: (A) temperatures at point A, (B) temperatures at point B, (C)
radial strain at point A, and (D) radial strain at point B.

deformation away from the hole center while the remaining parts move toward the hole center. This is attributed to a
combined effect of thermal contraction and frost heave.
Figure 17A,B plots the radial strain at Points A and B. A turning point is observed at around 0◦C, above which the axial

strain is negative and below which the axial strain turns in the opposite direction. The initial negative strain is attributed
to dual factors: the thermal contraction due to temperature drop and the extrusion of already frozen material points.
To illustrate the explanation, we simulate another two cases. The first one neglects the thermal contraction by setting
𝛽𝑠 = 0, and the second one uses a larger thermal expansivity 𝛽𝑠 = 4.5 × 10

−5/◦C. The simulation results are plotted in
Figure 17C,D for comparison. It is found that without considering thermal contraction, the rock still contracts at the
initial stage, but the magnitude becomes smaller. By contrast, if a larger thermal expansivity is considered, the magnitude
of thermal contraction increases. When the frozen front reaches the associated material point, the contraction-dominated
deformation changes gradually to the frost-heave-dominated mode, and, therefore, the axial strain goes from the negative
to the positive direction. The simulated heave strain is approximately the same amount as that of the experiment. Similar
to the thaw settlement, the frost heave is also caused by the volumetric changes during the liquid–ice phase transition. The
volumetric expansion generates a large pore pressure, as shown in Figures 15D and 16D, which further induces a tensile
force on the solid phase, causing the heaving of rock.
Figure 18 plots the relations of pore pressure, liquid saturation, and permeability along the radial direction of the rock

sample, to further explain how the positive pore pressure generates and impacts the rock deformation.When the tempera-
ture drops below 0◦C, the liquid water content drops rapidly, and the rock permeability, which is almost linearly related to
the liquid saturation in log–log space, also drops rapidly. Extremely low permeabilitymakes the unfrozenwater in the rock
almost losemobility, causing a buildup of pore water pressure and frost heave force. Besides, numerical tests show that the
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F IGURE 18 Relationship of pore pressure
𝑝𝑙 , liquid saturation 𝑆𝑙 , hydraulic conductivity 𝑘,
and radial distance to the borehole surface 𝑑 at
three time instances: 𝑑 = 5, 10, 15 h. The red
dash lines from left to right represent where the
thaw front (i.e., 𝑇 = 0◦C) propagates to at the
three time instances, respectively.

rate and accumulatedmagnitude of heave strain are, to some degree, related to the SFCC and permeability model. Amore
accurate SFCC and permeabilitymodelmay help improve the fidelity of the simulation. In nature, frost heave ismore com-
plex and can be influenced by some other factors, such as the ice–liquid interface suction, premelting effect, capillarity,
and underground water migration, which can be further implemented into the current framework in future studies. But,
overall, the proposed framework can provide reasonable numerical results for freezing- and thawing-related problems.

5.3 THM-coupled large deformation problems

5.3.1 Thaw slump

With global warming, RTS occurs more frequently in permafrost when an ice-rich section thaws.136 RTS develops quickly
and can extend across several hectares, modifying landscapes significantly.11 However, it is nontrivial to physically or
numerically model the behavior of RTS. A noteworthy work by Harris et al.134 investigated the periglacial slope stability
in relation to soil properties by centrifuge tests. The experimental results of Test 6 in theirwork are employed to benchmark
our proposed computational framework.
The geometric setup of the simulated slope is illustrated in Figure 19. The initial temperature of the slope is −10◦C,

while the ground temperature is maintained at 10◦C during the thawing process. The base of the slope is fixed, and the
two vertical side boundaries are rollers. Following the centrifuge test, the gravity is set as 10 g, that is, 98.1 m∕s2. The
material properties are selected as follows: 𝐸 = 20MPa, 𝜈 = 0.3, 𝜙0 = 0.4 (at 0◦C), 𝜌𝑠 = 2650 kg/m3, 𝑐𝑠 = 837 J/(kg ⋅ ◦C),
𝜅𝑠 = 1.0W/(m ⋅ ◦C), and 𝑘0 = 1.5 × 10

−10m/s (at 0◦C). The SFCC and relative permeabilitymodels are set as: 𝜆 = 𝑚 = 0.4

and 𝑃0 = 100 kPa. The thermal conductivity and permeability are scaled by 86,400 s/day. The strength parameters for
unfrozen soil are set as: 𝑐′𝑝 = 2 kPa and 𝜑′𝑝 = 20◦. The strain-softening behavior is not considered. The additional strength
for frozen soil due to ice cementation is specified as follows:Δ𝑐𝑚𝑎𝑥 = 200 kPa,Δ𝜑𝑚𝑎𝑥 = 15◦, and 𝜂𝑐 = 0.05. Themaximum
additional cohesion Δ𝑐𝑚𝑎𝑥 is estimated based on the experimental data (see fig. 1 in Ref. 86 for cohesion values of frozen
soil at different temperatures). The background mesh size is 0.035 m, and the timestep size is 5 × 10−5 s. The initial stress
field is generated by gravitational force.
Figures 20–22 present the simulated temperature, displacement, and deviatoric strain at t= 20 days. The failure configu-

ration and the failure surface observed in the experiment conducted byHarris et al.134 are also plotted in the corresponding
figures for comparison. The thaw front and the failure surface locate approximately 0.1 m above the slope base, indicating
that the reduced shear strength resulting from ice melting is the primary trigger for the slope failure. The displace-
ment reveals that the melted soil exhibits fluid-like behavior as the thaw front continues to progress downward. Good
agreements for the post-failure morphology and the sliding surface are observed between the predicted results by our
computational framework and the experimental results. Note that due to the limited material parameters provided by
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F IGURE 19 Model setup for the simulation of thawing slump.

F IGURE 20 Contour of temperature field at the elapsed time of 20 days.

F IGURE 2 1 Contour of deviatoric strain at the elapsed time of 20 days.

the experiment, it is difficult to assess certain behaviors, such as the softening and dilation of soils, resulting in some
discrepancies between the simulation and the experiment. For example, a narrower shear band and a longer mobiliza-
tion distance of soil mass are observed in the experiment as compared to the simulation. However, overall, the proposed
method can reasonably capture major behaviors of thawing slumps.
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3336 YU et al.

F IGURE 22 Contour of displacement field at the elapsed time of 20 days. The black arrows are displacement vectors of deformed
material points that are initially parallel to the Y-axis.

F IGURE 2 3 Model setup for the
simulation of a strip footing resting on a
thawing frozen ground and subjected to
settlement.

5.3.2 Mechanical response of a strip footing on thawing ground

The bearing capacity of frozen soil may decrease when the frozen soil is melting, leading to excessive or differential set-
tlement of foundations. The settlement during permafrost thaw is related to not only the volumetric contraction during
ice melting and meltwater drainage but also the strength reduction due to the loss of ice cementation. In this example, we
simulate the THM response of a rigid strip footing resting on a thawing ground and subjected to settlement using the ice
saturation-dependent Mohr–Coulomb model presented in Section 3.3.
The model configuration is depicted in Figure 23. The simulated soil domain has dimensions of 18 m in width and

6 m in depth. The bottom boundary is fixed, while the axial boundaries are constrained in the horizontal direction only.
The initial temperature of the soil is −5◦C. The strip footing, with a width (B) of 1.2 m, is placed at the center of the
ground surface. The strip footing is assumed to be rigid and rough. The penetration velocity of the strip footing increases
gradually from zero to a constant value. The remaining portion of the top surface is subjected to a surcharge load of 20 kPa
and a uniform temperature rise of 20◦C simultaneously. Other boundaries except the top surface are fixed at−5◦C. As the
primary focus of this example is on the coupled response resulting from the loss of cohesion in thawing soil, the effects
of gravity and thermal expansivity are not considered. Due to geometric symmetry, only half of the domain is modeled.
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F IGURE 24 Temperature contour after 60 months for mesh size of (A) 0.2 m, (B) 0.1 m, and (C) 0.05 m; (D) thaw front line evolution;
(E) temperature at point A (0 and 3 m) and B (0 and 1.6 m); and (F) thaw depth over time.

The material properties are set as follows: 𝐸 = 100MPa, 𝜈 = 0.3, 𝜙0 = 0.4 (at 0◦C), 𝜌𝑠 = 2650 kg/m3, 𝑐𝑠 = 837 J/(kg ⋅ ◦C),
𝜅𝑠 = 2.1W/(m ⋅ ◦C), and 𝑘0 = 1 × 10

−10 m/s (at 0◦C). In addition, the parameters used in SFCC and relative permeability
models are set as: 𝜆 = 𝑚 = 0.4 and 𝑝0 = 100 kPa. The strength parameters for unfrozen soil are set as: 𝑐′𝑝 = 20 kPa, 𝑐′𝑟𝑒𝑠 =
10kPa,𝜑′𝑝 = 30◦,𝜑′𝑟𝑒𝑠 = 30◦,𝜓′𝑝 = 0◦, and 𝜂𝑠 = 5. The additional strength for frozen soil due to ice cementation is specified
as follows: Δ𝑐𝑚𝑎𝑥 = 200 kPa, Δ𝜑𝑚𝑎𝑥 = 0◦, and 𝜂𝑐 = 0.05.
The mesh sensitivity of heat transfer and the thawing rate are first assessed using three different mesh sizes of 0.05,

0.1, and 0.2 m, with each mesh cell initiated with four material points. In the preliminary test, all mechanical loads are
removed, and the hydro-mechanical solver is not activated since the focus is simply on heat transfer. The timestep is set as
8640 s. Figure 24A–C shows the final steady-state temperature contours with the lines of−1, 0, and 1◦C being highlighted.
The temperature distributions among the three mesh fineness cases exhibit negligible discrepancies. Figure 24D–F com-
pares the thawing front lines at different time intervals, the temperature evolution of Point A (0 and 3 m) and B (0 and
1.4m), and the central thaw depth over time. The results for the three tests basically overlapwith each other. Themesh size
of 0.1 m can provide sufficient accuracy for heat transfer and is thus employed for subsequent THM-coupled analysis. Fur-
thermore, it is important to note that the rate of heat transfer is rather low in soils. It may take severalmonths or even years
to reach a steady state. Although a larger timestep can be used for the heat transfer equation, a small timestep remains
necessary for global THM coupling because the critical timestep for the momentum equation is small. To accelerate the
simulation, the thermal and hydraulic conductivity are scaled by a factor of 250 × 86, 400 s/day so that the simulation of
1 s represents 250 days in the real world. For THM analysis, the global timestep size is chosen as 1 × 10−4 s. The footing set-
tlement speed is set as 1 m/s. The simulation is terminated until the settlement d equals the width of the footing, namely,
𝑑∕𝐵 = 1.
For comparative analysis, we also simulate a case of strip footing on frozen ground without thawing. Figures 25 and 26

compare the THM response in the unthawed case (left) and the thawing case (right) with a normalized settlement (𝑑∕𝐵)
of 0.5 and 1, respectively. The temperature contour lines of 0 and −1◦C are displayed on the contour figures for reference.
The large deformation of the foundation causes changes to the distribution of the temperature field. A noticeable change
is that the thaw front below the rigid footing moves downward. The subsidence of the footing causes shear failure of
the surrounding soil, with the plastic regions extending to the ground surface, leading to surface heave near the footing.
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3338 YU et al.

F IGURE 2 5 Contour results of (A) temperature, (B) deviatoric strain, (C) pore pressure, and (D) displacement for the unthawed case
(left) and the thawing case (right) when the normalized settlement 𝑑∕𝐵 = 0.5.

F IGURE 26 Contour results of (A) temperature, (B) deviatoric strain, (C) pore pressure, and (D) displacement for the unthawed case
(left) and the thawing case (right) when the normalized settlement 𝑑∕𝐵 = 1.
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F IGURE 27 Resistance versus normalized settlement 𝑑∕𝐵.

However, it is observed that the plastic zone of the thawing foundation is larger and deeper than that of the unthawed
foundation. The angle of the wedge beneath the footing in the thawing case is also larger than that of the unthawed
one. In addition, the bottom of the plastic zone is located approximately along the thaw front (between the 0 and −1◦C
contour lines). This indicates that the loss of cohesion makes the whole thawed region more susceptible to shear failure,
and the frozen–unfrozen interface tends to become the weak plane where the plastic strain accumulates. As a result of
the loss of cohesion, the bearing capacity of the thawing foundation experiences a significant reduction compared to the
unthawed foundation, as shown in Figure 27. We further conducted a test in which the strip footing is placed on a thawed
foundation, namely, the initial temperature field of the foundation is as shown in Figure 24. The bearing capacity for the
thawed foundation is even lower than the thawing case, as indicated by the green line in Figure 27, further indicating the
significant influence of icemelting on the bearing capacity of the foundation. In addition, clear discrepancies are observed
in the pore pressure distribution between both cases. In the unthawed case, the rapid soil settlement leads to high pore
pressure. Since the permeability of frozen soil is extremely low, the excess pore pressure dissipates very slowly. However,
in the thawing case, the magnitude of permeability of upper melted soil is several orders higher than the frozen soil; thus,
the pore pressure for the upper dissipates very fast, while the beneath frozen soil shows similarity with the unthawed case.
Additionally, the melting of ice generates a negative pore pressure, which neutralizes the positive pore pressure induced
by footing settlement.
The shear failure pattern and the bearing capacity may be influenced by the consolidation rate and the thawing rate of

the soil. Hence, we simulate four more cases with different settlement rates of 2, 1, 0.5, and 0.25 m/s, while the material
parameters keep consistent. To observe the performance under extremely large deformation, we simulate all cases until
the settlement reaches 1.5 times the width of the footing. Figure 28 shows the deviatoric strain at different settlements in
all four tests. The temperature contour lines of 0◦C (upper) and −1◦C (lower) are also highlighted. It is observed that the
bottom of the shear surface always overlaps with the thaw front line, regardless of the loading rate. With the thaw front
moving, the shear failure zone moves downward along with the thaw front, forming fan-shaped shear bands. The shear
failure occurs largely in the upper thawed region, while the lower unthawed soil is almost intact. For the fast loading rate
case (𝑣 = 2 and 1m/s), the thawing process has not reached the steady statewhen the simulation is terminated,while for the
low loading rate case (𝑣 = 0.5 and 0.25 m/s), the footing is still moving downward when the thaw front stops moving. For
the latter cases, shear strain is accumulated gradually along the final steady-state thaw front. Low loading rate cases tend to
yield larger shear failure regions compared to the higher rate ones, while the surface heave of the former is less significant.
These results show that the relative rate of loading and thawing can result in discrepancies in failure and soil movement
patterns, whereas some similarities also exist. Note that the bearing capacity and the failure of a thawing foundation are
influenced bymany other factors, which are not fully considered in this model. Above all, this case demonstrates the good
performance of the proposed method in simulating thawing-related large deformations.
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F IGURE 28 Deviatoric strain at different settlement depths in simulations with different loading rates. The red lines are temperature
contour lines of 0◦C (upper) and −1◦C (lower).

6 CLOSURE

We have presented a THM-coupled MPM framework for modeling phase transition and large deformation behaviors in
ice-rich porous media. Major features of the proposed framework include: (a) a fully coupled 𝒗𝑠 − 𝒗𝑙 − 𝑝 − 𝑇 governing
equation to describe the interactions of heat transfer, pore-liquid flow, and solid deformation based on one-point three-
phase MPM; (b) a SFCC and relative hydraulic conductivity model to describe the phase equilibrium and the influence
of ice saturation on permeability; (c) a modified Mohr–Coulomb model to characterize the effect of ice cementation
on soil strength; and (d) a fractional-step semi-implicit integration algorithm to solve the coupled formulations, which
has been proven to achieve both satisfactory numerical stability and computational efficiency when dealing with nearly
incompressible fluids and extremely low permeability conditions in frozen porous media. The presented framework is
validated by two TH-coupled examples: frozen inclusion thaw and Talik closure/opening, and by two THM-coupled
examples: thawing consolidation and rock freezing. These examples show that the framework can effectively simulate (i)
the heat transfer due to conduction, convection, and latent heat of fusion, (ii) the volumetric changes due to liquid–ice
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phase transition, thermal expansion/contraction, solid deformation, and liquid flow, and (iii) the permeability change
due to porosity changes. Finally, we simulated thawing-induced slope failure and the large settlement of a strip footing
placed on a thawing ground to showcase the significant influence of strength reduction during ice melting on the stability,
bearing capacity, and failure pattern of frozen structures.
The proposed framework provides a promising framework for coupled THM and large deformation modeling of ice-

rich soils in cold regions. It is suitable for modeling the large thaw settlement and frost heave of foundations, freeze–thaw
cycles of clayey soils and sands, and RTS due to temperature rise. The framework can also be extended to include the
gas phase to simulate unsaturated frozen soil and even gas hydrate-bearing sediments. Proper extensions to include frac-
ture models, such as phase field model and peridynamics,137–140 can also expedite the framework for modeling thawing
or heave-induced cracking in fractured rocks. Additionally, one can couple the proposed THM-coupled MPM with dis-
crete element method (DEM) or molecular dynamics (MD) method to simulate temperature and stress path-dependent
constitutive behaviors for these complicated geomaterials that involve phase transitions, thereby avoiding using phe-
nomenological constitutive models.58,62,141,142 Future studies should also investigate different solution schemes (e.g., the
sequence for solving different unknowns) and parallel schemes (e.g., GPU-based MPM solver) to further improve the
numerical accuracy and computational efficiency.
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APPENDIX A: MATRICES IN DISCRETIZED EQUATIONS

𝓜11 = ∫
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𝑺𝑇(𝑛𝑠𝜌𝑠 + 𝑛𝑐𝜌𝑐)𝑺𝑑𝑉, (A1)

𝓜12 =𝓜22 = ∫
Ω

𝑺𝑇𝑛𝑙𝜌𝑙𝑺𝑑𝑉, (A2)

𝓜33 = ∫
Ω

𝑺𝑇
𝑛𝑙
𝐾𝑙
𝑺dV, (A3)

𝓜34 = ∫
Ω

𝑺𝑇
(
𝜁𝜙
𝜕𝑆𝑙
𝜕𝑇

− 𝛽𝑚

)
𝑺𝑑𝑉, (A4)

𝓜44 = ∫
Ω

𝑺𝑇
(
𝐶𝑚 + 𝜌𝑐𝐿𝑓𝜙

𝜕𝑆𝑙
𝜕𝑇

)
𝑺dV, (A5)
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𝓚13 = ∫
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𝑺𝑇𝜉𝑠 (𝑛𝑠 + 𝑛𝑐)∇𝑺dV, (A6)

𝓚22 = −𝓚21 = ∫
Ω

𝑺𝑇𝑛2
𝑙

𝜌𝑙𝑔

𝑘𝑎𝑘𝑟
𝑺dV, (A7)

𝓚23 = ∫
Ω

𝑺𝑇𝜉𝑙𝑛𝑙∇𝑺dV, (A8)

𝓚31 = ∫
Ω

𝑺𝑇 (1 − 𝜁𝑛𝑐)∇𝑺𝑑Ω+ ∫
Ω

∇𝑺𝑇𝑛𝑙𝑺dV, (A9)

𝓚32 = −∫
Ω

∇𝑺𝑇𝑛𝑙𝑺dV, (A10)

𝓚33 = ∫
Ω

∇𝑺𝑇Δ𝑡

(
𝜉𝑙
𝑛𝑙
𝜌𝑙
+ 𝜉𝑠 (𝑛𝑠 + 𝑛𝑐 − 𝜁𝑛𝑐)

𝑛𝑠 + 𝑛𝑐
𝑛𝑠𝜌𝑠 + 𝑛𝑐𝜌𝑐

)
∇𝑺dV, (A11)

𝒇1 = ∫
𝜕Ω

𝑺𝑇𝒕̂dS − ∫
Ω

∇𝑺𝑇 ∶ 𝝈𝑘dV + ∫
Ω

𝑺𝑇𝜌𝑚𝒃dS, (A12)

𝒇2 = ∫
𝜕Ω

𝑺𝑇𝒕̂𝑙dS − ∫
Ω

∇𝑺𝑇 ∶
(
−𝑛𝑙𝑝

𝑘
𝑙
𝑰
)
dV + ∫

Ω

𝑺𝑇𝑛𝑙𝜌𝑙𝒃dV, (A13)

𝒇3 = −∫
𝜕Ω

𝑺𝑇𝑞𝑘+1
𝑙

dS (A14)

𝒇4 = −∫
Ω

𝑺𝑇𝑛𝑙𝜌𝑙𝑐𝑙
(
𝒗𝑘
𝑙
− 𝒗𝑘𝑠

)
∇TdV + ∫

𝜕Ω

𝑺𝑇𝑞𝑇dS − ∫
Ω

∇𝑺𝑇𝜅𝑚∇TdV + ∫
Ω

𝑺𝑇QdS, (A15)

APPENDIX B: SUPPLEMENTALMATERIALS FOR EXAMPLE 1

B.1 SFCC and relative permeability model
The example employs an exponential-shaped soil freezing characteristic curve

𝑆𝑙 = 𝑆
res
𝑙
+

(
1 − 𝑆res

𝑙

)
exp

[
−

(
𝑇 − 𝑇0
𝑀

)2]
(B1)

where 𝑆𝑟𝑒𝑠
𝑙

is the residual saturation, 𝑇0 is the freezing point,𝑀 is a material constant, and 𝑘0 is the intrinsic permeability.
The following saturation-dependent relative hydraulic conductivity is adopted:

𝑘𝑟 = max
{
10−𝜙𝜆(1−𝑆𝑙), 10−6

}
(B2)

TABLE B1 Tests for convergence study.

Test ID Cell size Total cells Particle size Total particles
0.04m-9ppc 0.04 m 1875 0.0133 m 16,875
0.04m-16ppc 0.01 m 30,000
0.04m-25ppc 0.008 m 46,875
0.02m-4ppc 0.02 m 7500 0.01 m 30,000
0.02m-9ppc 0.0667 m 67,500
0.02m-16ppc 0.005 m 120,000
0.02m-25ppc 0.004 m 187,500
0.01m-4ppc 0.01 m 30,000 0.005 m 120,000
0.01m-9ppc 0.00333 m 270,000
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F IGURE B1 Convergence test to show the influence of mesh size and particle density on the simulation results.

where 𝜙 is the porosity and 𝜆 is a shape parameter. In this example, themodel parameters are taken as follows: 𝑆𝑟𝑒𝑠
𝑙
= 0.05,

𝑇0 = 0
◦C,𝑀 = 0.5◦C, and 𝜆 = 50. The freezing curve varies over a range of approximately 1◦Cbetween the start of freezing

at 0◦C and the end at about −1◦C (leaving a residual saturation of liquid water).

B.2 Convergence test
The spatial sensitivity analyses are first conducted to check the convergence of the numerical scheme and show how the
discretization parameters, for example, the mesh size and the particle density (characterized by the number particle per
cell, ppc), influence the numerical results. Uniform quadrilateral cell is used, with cell size varying from 0.1 to 0.5 m, and
the number of PPC varying from 1 to 25. All test cases are listed in Table B1. Figure B1 shows simulation results in Case 3.

APPENDIX C: STABILIZATION ISSUE
Figure C1 compares the stabilization preformationwith different stabilization parameters in the rock freezing case. As can
be seen, if there is no stabilization term (𝜏 = 0) or the stabilization parameter is not large enough (𝜏 = 0.1), the pressure
may encounter checkerboard pressure oscillation near the boundary.While given a proper value of stabilization parameter
(e.g., 𝜏 = 0.5 and 𝜏 = 1.0), the result can be well smoothed. More details on the choice of the stabilization parameter can
be found in Ref. 52.
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F IGURE C1 Stabilization effect with different stabilization parameter 𝜏 in the rock freezing case.
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