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A B S T R A C T

We present a novel multiscale framework that integrates the single-point multiphase material point method (MPM) and the discrete element method (DEM) to model the complex freeze-thaw behavior of ice-bonded granular media. The proposed numerical framework is featured by (a) employing the continuum-based MPM to solve the macroscopic governing equations for granular systems involving thermo-hydro-mechanical (THM) coupling and phase transitions, and (b) using the grain-scale discontinuum-based DEM to capture the thermodynamically sensitive mechanical behaviors of ice-bonded granular media. The multiscale framework is constructed by attaching a DEM-based representative volume element (RVE) at each material point in MPM. This RVE serves as a live sample of each material point to track the state-dependent effective stress with respect to the local deformation and thermodynamic conditions like ice saturation, bridging the macroscopic phenomena and the underlying microstructural evolution. In particular, we implement a semi-implicit staggered integration scheme for the macroscale THM-coupled MPM to boost computational efficiency and enhance numerical stability. We also propose an innovative ice saturation-dependent bond contact to effectively reproduce the thermodynamically sensitive mechanical behaviors. The new multiscale framework is first benchmarked against analytical solutions for 1D non-isothermal consolidation problems. We then demonstrate its exceptional capability in simulating intricate freeze-thaw behavior of granular media through a boundary value problem involving cyclic freeze-thaw actions. Further cross-scale analyses reveal its potential in capturing key loading- and state-dependent THM responses with explainable microstructural mechanisms during complex freezing and thawing loading conditions.

1. Introduction

Permafrost and seasonally frost regions cover almost half of the northern hemisphere’s land surface (Evans and Ge, 2017). Ground soils in these regions experience cyclic freezing and thawing due to periodic temperature change. Normal freeze-thaw cycles keep the thawing/freezing depths and the magnitude of frost heave or thaw settlement within a relatively controllable range, providing valuable reference information for engineering designs in cold regions (Andersland and Ladanyi, 2004; Zhang et al., 2008). However, global warming is disrupting regular freeze-thaw dynamics (Schuur et al., 2015; Turetsky et al., 2019; Lewkowicz and Way, 2019; Wang et al., 2020; Ting et al., 2022), resulting in previously constructed civil infrastructure unsafe and requiring re-design soil structures to withstand future thermal regime changes. Climate warming also increases the susceptibility to warming-driven geohazards, such as thaw-induced ground collapse and retrogressive thaw slump, which poses new risks to nearby infrastructure (Costard et al., 2021; Armstrong et al., 2018; Wang et al., 2016; Niu et al., 2016; Liew et al., 2022; Hjort et al., 2022; Luo et al., 2022). Therefore, it is crucial to comprehensively and accurately predict the freeze-thaw behavior of ice-rich soils under evolving thermal regimes to ensure the secure design and operation of infrastructure in cold regions. This prediction is also instructive for effectively employing ground improvement technologies in cold regions, such as artificial ground freezing technology and thermal pile foundations (Yang et al., 2010; Tounsi et al., 2019; Liu et al., 2022).

Frozen soils, including permafrost and seasonally frozen soils, consist of soil aggregates, ice crystals, and unfrozen water (and air for unsaturated frozen soils). The ice content variation, particularly for seasonally frozen soils, causes significant changes in soil properties during the transition from frozen to unfrozen zones. For ice-rich frozen...
soils, the presence of pore ice largely blocks the seepage channel of unfrozen water, rendering the porous media almost impermeable. However, the bonding effect of ice helps to improve the soil’s stiffness and strength (Lai et al., 2013; Wang et al., 2024). The melting of ice in soils results in a rapid rise in water content and a significant reduction in soil’s bearing capacity, which can cause soil structures to become unstable and even exhibit fluid-like properties (Harris et al., 2008). Evidently, the mechanical properties and failure patterns of frozen soils are highly sensitive to thermodynamic conditions, making the constitutive modeling of such materials highly challenging. Additionally, the inherent complexities associated with multiphysics and multiphase interactions, phase transitions, and large deformations in frozen soils further complicate the problems, making the modeling of the freeze-thaw behavior of frozen soils an unresolved issue.

Frozen soils have often been considered granular materials and modeled using two categories of methods, continuum-based methods (e.g., FEM and MPM) and discrete-based methods (e.g., DEM). Continuum-based methods treat frozen soil as a macroscopic continuum described by partial differential equations (PDEs), allowing for simultaneous modeling of multiphysics processes including heat transfer, fluid flow, and mechanical deformation in frozen granular systems (Neuapane et al., 1999; Nishimura et al., 2009; Zhang et al., 2015; Na and Sun, 2017; Shastri et al., 2021; Arzanfudi and Al-Khoury, 2018). However, constitutive models used for modeling frozen soils within the continuum approach framework are often modified from unfrozen soils, introducing quite some phenomenological parameters that are difficult to calibrate or understand. While some recently developed models account for the multiscale features of frozen soils, such as the ice cementation effect and bond breakage (Zhang et al., 2017; Wang et al., 2024), these models can become so complicated as to limit their practical use. Discrete-based methods, represented by DEM, can naturally consider the multiscale nature of granular materials. DEM considers granular materials as assemblies of discrete particles that interact with each other through interparticle forces. It can capture the effect of fabric structure (Wu et al., 2020), particle shape (Li et al., 2021b; Yuan et al., 2020), particle size distribution (Shen et al., 2021), interparticle bond (Zhao et al., 2022b), bond breakage (Zhu et al., 2021; Chang et al., 2023), and other microscopic characteristics without relying on complex phenomenological assumptions. While DEM can effectively consider the discrete nature of frozen soils at the particulate scale, it may not be practical for engineering-scale multiphysics coupling problems.

In computational geomechanics, the hierarchical multiscale modeling approach has become increasingly popular over the past decade (Guo and Zhao, 2014; Wu et al., 2018a; Li et al., 2019; Zhao et al., 2020). This approach involves using continuum-based methods to solve a boundary value problem at the macroscale level while employing grain-based DEM to compute the material response from a representative volume element (RVE) at each integration point. This approach can both capture the discrete feature of granular materials and consider the multiphysics processes in macroscopic governing equations (Guo and Zhao, 2016; Zhao et al., 2020; Li et al., 2023). Two representative multiscale approaches are coupled FEM-DEM (Guo and Zhao, 2014; Wu et al., 2018a; Zhao et al., 2020) and coupled MPM-DEM (Li et al., 2019), with MPM being particularly suitable for simulating practical problems involving large displacements and rotations, such as landslides (Li et al., 2019; Zhao et al., 2022a), footing penetration (Li et al., 2021b), and anchor pullout (Li et al., 2021a). These advantages make the MPM-DEM coupling scheme potentially useful for simulating the multiphase, multiphysics, and multiscale behaviors in freezing and thawing granular media.

This study aims to develop a THM-coupled MPM-DEM to simulate the phase transition and large strain behaviors of granular media subjected to freezing and thawing. The overall strategy for multiscale and multiphysics modeling of freezing and thawing granular media is illustrated in Fig. 1. The single-point, three-phase MPM will be used to simulate the macroscopic THM and phase transition behaviors of freezing and thawing granular media. Each material point will be embedded with a discrete element representing an assembly of ice-bonded soils. A thermodynamically sensitive bond contact DEM model will be incorporated in each RVE to represent the bonding effect of ice bonds in the frozen soil. The semi-implicit time integration scheme will be used for the MPM solver, allowing large time steps to render better efficiency of DEM computations compared to explicit solvers. Cross-scale analyses will be performed to show the efficacy of the proposed method. The newly developed THM-coupled MPM-DEM can be used not only for modeling frozen soils but also for other granular materials in the presence of ice-like bonds, such as methane hydrate-bearing sediments.

The paper will be organized as follows. Section 2 presents the THM-coupled governing equations for freezing and thawing granular media. The MPM algorithm for solving the macroscopic equations is shown in Section 3. Section 4 presents the discrete element model for ice-bonded soils. The implementation of the MPM-DEM coupling strategy is presented in Section 5. Sections 6 and 7 give some numerical benchmarks and examples. Conclusions are drawn in Section 8.

2. Mathematical model for freezing and thawing granular media

2.1. RVE homogenization and basic assumptions

We consider a saturated, granular material consisting of a uniformly distributed triphasic mixture of solid grains (s), ice crystals (i), and liquid water (l) (Shewian et al., 2020). The governing equations for the granular media subjected to freezing and thawing are formulated within the framework of single-point multiphase MPM based on the mixture theory (Lewis and Schrefler, 1998; Ehlers, 2002). The local composition of the triphasic continuum is described by volume fraction, denoted as \( \phi \), which represents the volume of \( \xi \) phase over the total volume of a representative volume element (RVE). The contents of ice or unfrozen water in a partially frozen porous media are characterized by the degree of ice saturation \( S_i \) or unfrozen water saturation \( S_l \), equaling the ratio of ice or liquid volume fraction to the porosity (Lewis and Schrefler, 1998). Important definitions are summarized as

\[
\phi = \frac{dV_i}{dV} \quad \xi \in \{ s, c, l \} \quad \text{and} \quad S_{\xi} = \frac{n_\xi}{\phi} \quad \alpha \in \{ c, l \}
\]

where \( dV_i \) and \( dV \) are the partial and total volume, respectively, and \( \phi \) is the porosity.

To facilitate the establishment of associated mathematical model, we have made the following assumptions.

(a) During the freeze-thaw process, the phase change occurs only between the ice phase and liquid phase under specific thermodynamic conditions. No other phase, such as the gas phase, is generated or involved in the considered process. No phase change or mass transfer is involved between the solid grains and other phases either.

(b) Although the occurrence of ice in soil can be diversified, the model considers only the cemented ice between soil particles. The bonded ice is assumed to act as part of the solid skeleton and share effective stress with the soil grains. Therefore, it is natural to neglect the relative velocity between ice and solid grains, i.e., \( v_i = v_s \). Moreover, Terzaghi’s effective stress theory is assumed to be valid.

(c) The flow of liquid in both frozen and partially frozen soils is in a laminar state, fulfilling Darcy’s law. The liquid phase can be either incompressible or weakly compressible, while the compressibility of soil grains and ice is neglected.

(d) The RVE is assumed to be isothermal, such that no temperature separation between phases is considered in one material point. Only conductive and convective heat transfer are considered, while other heat transfer mechanisms, such as thermal radiation, are not. The heat conduction follows Fourier’s law.
2.2. Governing equations

2.2.1. Conservation of mass

The mass balance equation is derived based on the conservation of mass of each phase in the Lagrangian description and the non-isothermal state equations that link the intrinsic density of each phase with the thermodynamic properties (Lewis and Schrefler, 1998). Combining all these equations into one yields the final mass balance equation of each phase in the Lagrangian description and the non-isothermal state equations that link the intrinsic density of each phase with the thermodynamic properties (Lewis and Schrefler, 1998). Considering that

\[ \zeta \frac{D_S}{Dt} + n_l \frac{D \rho_l}{Dt} - \beta_m \frac{D T}{Dt} + (1 - \zeta n_l) \nabla \cdot v_l + \nabla \cdot n_l (v_l - v_s) = 0 \]  

(2)

where \(D_l/\alpha l\) denotes the material derivative of variable \(\alpha\) with respect to the solid phase; \(n_s, \rho_s, \beta_s, \) and \(v_s\) are the volume fraction, intrinsic density, thermal expansivity, and velocity of \(s\) phase, respectively; \(\zeta = 1 - \rho_s/\rho_l\) is the volumetric expansion coefficient of pore water on freezing; \(\beta_m = n_l \beta_l + n_l \beta_l + (1 - \zeta) n_l \beta_s\) is the thermal expansivity of the mixture; \(S_l\) is the degree of liquid saturation; \(K_l\) is the liquid bulk modulus; \(P_l\) is the pore liquid pressure; and \(T\) is the temperature. The term \(\zeta \frac{D_S}{Dt}\) represents the effect of volume expansion/contraction due to ice-water phase transition. To link the liquid saturation with the thermodynamic properties, the following soil freezing characteristic curve (SFCC) modified from van Genuchten model is adopted in this study (van Genuchten, 1980; Nishimura et al., 2009),

\[ S_l = 1 + \left( \frac{\rho_s}{\rho_l} \frac{L_f}{P_l} \ln \frac{T + 273.15}{273.15} \right)^1 \]  

(3)

where \(L_f\) is the latent heat of fusion of ice, and \(P_l\) and \(\lambda\) are two material constants, taken as 100 kPa and 0.4, respectively, in this study. Considering that \(S_l\) is dependent only on the temperature in this SFCC model, the derivative of \(S_l\) can be expanded as \(\frac{D_S}{Dt} = \frac{\rho_s}{\rho_l} \frac{D L_f}{P_l} \frac{D T}{Dt}\).

2.2.2. Conservation of momentum

Based on Assumption (b), two kinematic unknowns remain, i.e., \(v_s\) and \(v_l\), which requires two independent equations. The following momentum balance equations for the mixture and the liquid phase are adopted,

\[ n_l \rho_l \frac{D v_l}{Dt} + n_l \rho_l \frac{D v_l}{Dt} = \nabla \cdot (\sigma'_{RVE} - P_l I) + \rho_m b \]  

(4)

\[ n_l \rho_l \frac{D v_l}{Dt} = -n_l \nabla P_l + n_l \rho_l b - n_l^2 \frac{\rho_s}{K_s} (v_l - v_s) \]  

(5)

where \(\sigma = \sigma'_{RVE} - P_l I\) is the total stress; \(\sigma'_{RVE}\) is the effective stress for ice-bonded solid skeleton (which will be obtained from the RVE attached on each MP); \(I\) is the identity tensor; \(b\) is the body force vector; \(\rho_m = n_l \rho_l + n_l \rho_l + n_l \rho_l\) is the mixture density; \(K_s\) is the absolute hydraulic conductivity; \(k_s\) is the relative hydraulic conductivity; and \(g\) is the gravitational acceleration. \(k_s\) is highly dependent on the \(S_l\), and the following expression (Nishimura et al., 2009) is adopted,

\[ k_s = \sqrt{S_l} \left[ 1 - \left( 1 - S_l^{1/2} \right)^{1/2} \right] \]  

(6)

It is important to note that the presented model does not explicitly consider the pore ice pressure in the stress decomposition. Experimental studies on soil freezing often observe suctions or negative pore pressure that supplies water, promoting ice crystal growth in freezing fringes (Eigenbrod et al., 1996; Zhang et al., 2015). To replicate the suction effect, previous works (Nishimura et al., 2009; Sweidan et al., 2020; Suh and Sun, 2022) have introduced the pore ice pressure \(P_l\) as an independent state variable. The determination of \(P_l\) is typically based on the thermodynamically consistent Clausius–Clapeyron (C–C) equation. However, it has been found that \(P_l\) calculated from the C–C equation is often overestimated and not consistent with the experimental observations. This is likely due to the fact that the C–C
equation is only valid under equilibrium or static conditions, while soil freezing and thawing may tend to be a non-equilibrium (irreversible) thermodynamic process (Kurylyk and Watanabe, 2013; Ma et al., 2015). In our model, the ice phase is considered part of the solid skeleton, which means that the resulting effective stress incorporates both the mechanical responses of soil particles and ice particles. In other words, the ice pressure is implicitly integrated into the effective stress. The stress–strain relations of the ice-enhanced solid skeleton will be captured by a bond-contact DEM model, and the cryogenic suction can also be considered a type of bond. Therefore, there is no need to explicitly consider pore ice pressure and cryogenic suction in the governing equations. With this approach, we can successfully replicate the negative pore water pressure and the evolution of pore water pressure observed in experiments, as demonstrated later in Section 7.

### 2.2.3. Conservation of energy

Based on Assumption (d), the energy balance equation for the triphasic mixture involving water-ice phase transition can be written into one single equation as follows,

\[
C_\text{m} \frac{D T}{D t} + \rho_i L_f \frac{D S_i}{D t} + n_i \rho_i c_i (v_i - v) \cdot \nabla T + \nabla \cdot (-\kappa_n \nabla T) = Q
\]

(7)

where \(C_\text{m} = n_i \rho_i c_i + n_h \rho_h c_h + n_k \rho_k c_k\) is the matrix heat capacity; \(c_i\) is the specific heat capacity of ice phase; \(L_f\) is the latent heat of fusion of ice; \(\kappa_n = n_i \kappa_i + n_h \kappa_h + n_k \kappa_k\) is the thermal conductivity of mixture; \(\kappa_s\) is the thermal conductivity of solid phase; and \(Q\) is the heat source. The term \(\rho_i L_f \frac{D S_i}{D t}\) represents the latent heat effect during the ice-liquid phase transition. Note that plastic heat generation as one of the consistent message passing overhead between MPM and DEM solver and significantly deteriorate the overall computational efficiency. Therefor, we resort to the semi-implicit scheme proposed previously by the authors (Yu et al., 2024a,b) for the present MPM solver. Central to the scheme is the use of implicit integration for the pore pressure and the drag force term to eliminate the constraint of liquid compressibility and permeability on the global timestep size while using explicit integration for the stress term and temperature field to avoid massive matrix assembly and iterative solutions. Additionally, the simultaneous solutions of pore pressure and kinematic unknowns may suffer spurious pressure oscillations when using equal-order interpolation. The interpolation restriction is further eliminated by employing a fractional step scheme (Kularathna et al., 2021; Yuan et al., 2022, 2023). The key point of the scheme is decomposing the momentum Eqs. (4) and (5) into a predicting part and a correcting part via intermediate velocities, \(v^{*}\) and \(v^{t}\), thereby decoupling the pressure fields and velocity fields. Consequently, the primary unknowns can be solved sequentially according to the following temporally discretized governing equations:

1. Compute the temperature \(T\) explicitly based on the energy Eq. (7),

\[
C_\text{m} + \rho_i L_f \frac{D S_i}{D t} \frac{T^{k+1} - T^k}{\Delta t} + n_i \rho_i c_i (v^t - v) \cdot \nabla T + \nabla \cdot (-\kappa_n \nabla T) = Q
\]

(14)

2. Compute the intermediate velocities \(v^*\) and \(v^{t}\) based on the predicting part of momentum balance equations,

\[
(n_i \rho_i + n_h \rho_h) \frac{v^* - v^t}{\Delta t} + n_i \rho_i \frac{v^t - v}{\Delta t} = \nabla \cdot (\sigma_{\text{RVE}}^{*} - p^t I) + \rho_i b
\]

(15)

\[
\frac{n_i \rho_i \nu}{\Delta t} = -n_i \nabla p^t + n_i \rho_i b - \nu \frac{\partial p^{k+1}}{\partial x_k} (v^*-v^t)
\]

(16)

3. Compute the pore pressure \(p_i\) from the Poisson equation obtained by substituting the separated \(p^{k+1}\) and \(p^{t+1}\) from Eqs. (18) and (19) into the mass balance Eq. (2),

\[
\Delta t \left[ \frac{n_i}{\rho_i} + (n_i + n_k - \zeta_n) \frac{n_i}{n_i + n_k} \right] \nabla^2 (p^{k+1} - p^t) - \frac{n_i \rho_i (p^{k+1} - p^t)}{K_i} \frac{\Delta t}{\Delta} = \left( \frac{\partial S_i}{\partial p} - \rho_{\text{ae}} \right) \frac{T^{k+1} - T^k}{\Delta t} = (1 - \zeta_n) v^* \cdot \nabla v^* + \nabla \cdot (\nu (v^* - v^t))
\]

(17)

4. Compute the end-of-step velocities \(v^{k+1}\) and \(v^{t+1}\) based on the correcting part of momentum balance equations,

\[
(n_i \rho_i + n_h \rho_h) \frac{v^{k+1} - v^*}{\Delta t} = -(n_i + n_k) \nabla \left( p^{k+1} - p^t \right)
\]

(18)

\[
\frac{n_i \rho_i v^{k+1} - v^*}{\Delta t} = -n_i \nabla v' + n_k \nabla \left( p^{k+1} - p^t \right)
\]

(19)

Since the scheme is not fully implicit, the timestep size is still constrained by the rate of p-wave propagation and heat diffusion (Kularathna et al., 2021; Yuan et al., 2022; Zhao et al., 2022b). The critical time step size is estimated as follows,

\[
\Delta t < \min \left\{ \frac{L_{\text{min}}}{K_i} \frac{C_i}{\nu} \sqrt{\frac{n_i \rho_i + n_h \rho_h}{M_{ae}}} \right\}
\]

(20)

where \(L_{\text{min}}\) is the minimum element size and \(M_{ae}\) is the p-wave modulus of ice-bonded soil. Note that the value of \(n_i\) and \(M_{ae}\) may vary significantly during ice freezing and thawing, we estimate the least favorable conditions, namely, when the pore space is fully filled by ice.

### 3. Semi-implicit MPM for macroscale multiphysics modeling

#### 3.1. Semi-implicit time integration

Despite being a popular scheme, the explicit integration is subject to the restriction of small timestep when considering nearly incompressible interstitial fluid and the potential low permeability in frozen soils (Kurylyk and Watanabe, 2013). It is not suitable for the current multiscale, multiphysics approach since it will inevitably cause persistent message passing overhead between MPM and DEM solver and significantly deteriorate the overall computational efficiency. Therefore, we resort to the semi-implicit scheme proposed previously by the authors (Yu et al., 2024a,b) for the present MPM solver. Central to the scheme is the use of implicit integration for the pore pressure and the drag force term to eliminate the constraint of liquid compressibility and permeability on the global timestep size while using explicit integration for the stress term and temperature field to avoid massive matrix assembly and iterative solutions. Additionally, the simultaneous
With the weighing functions, the governing equations can be discretized into the following summation forms.

(1) Energy balance equation:
\[
\mathcal{M}_T \mathbf{f}^{k+1} - \mathbf{f}_T = 0
\]
with
\[
\mathcal{M}_T = \int_{\Omega} \mathbf{S}^T (C_{ij} + \rho_L \mathbf{f}_j \frac{\partial S_i}{\partial S_j}) \, \text{d}V
\]
\[
f_T = -\int_{\Omega} \mathbf{S}^T n \rho \mathbf{f}_j \, \text{d}V + \int_{\Omega} \mathbf{S}^T \mathbf{q} \, \text{d}S
\]
\[
- \int_{\Omega} \nabla \mathbf{S}^T \kappa_n \nabla \mathbf{d}V + \int_{\Omega} \mathbf{S}^T Q \, \text{d}V
\]
(2) Momentum balance equations — predicting part:
\[
\mathcal{M}_{11} \mathbf{v}_n + \mathcal{M}_{12} \mathbf{v}_t - \mathbf{f}_1 = 0
\]
\[
\mathcal{M}_{22} \mathbf{v}_n + \mathcal{K}_{21} \mathbf{v}_n + \mathcal{K}_{22} \mathbf{v}_t - \mathbf{f}_2 = 0
\]
with
\[
\mathcal{M}_{11} = \int_{\Omega} \mathbf{S}^T (n_i \rho + n_j \rho) \, \text{d}V
\]
\[
\mathcal{M}_{12} = \int_{\Omega} \mathbf{S}^T n \rho \mathbf{S} i \, \text{d}V
\]
\[
\mathcal{K}_{21} = \int_{\Omega} \mathbf{S}^T n \rho \mathbf{S} i \, \text{d}V
\]
\[
\mathcal{K}_{22} = \int_{\Omega} \mathbf{S}^T n \rho \mathbf{S} i \, \text{d}V
\]
\[
f_1 = \int_{\Omega} \mathbf{S}^T \mathbf{i} \, \text{d}S - \int_{\Omega} \nabla \mathbf{S}^T : \mathbf{t} \, \text{d}V + \int_{\Omega} \mathbf{S}^T \rho \mathbf{b} \, \text{d}V
\]
\[
f_2 = \int_{\Omega} \mathbf{S}^T \mathbf{i} \, \text{d}S - \int_{\Omega} \nabla \mathbf{S}^T : (-n_i \rho \mathbf{t}) \, \text{d}V + \int_{\Omega} \mathbf{S}^T n_i \rho \mathbf{b} \, \text{d}V
\]
(3) Pressure Poisson equation:
\[
\mathcal{M}_{33} \mathbf{v}_n^{k+1} + \mathcal{M}_{34} \mathbf{v}_t^{k+1} + \mathcal{K}_{31} \mathbf{v}_n + \mathcal{K}_{32} \mathbf{v}_t + \mathcal{K}_{33} (p_i^{k+1} - p_t^k) = 0
\]
with
\[
\mathcal{M}_{33} = \int_{\Omega} \mathbf{S}^T \frac{n_i}{K_i} \, \text{d}V
\]
\[
\mathcal{M}_{34} = \int_{\Omega} \mathbf{S}^T (\frac{\zeta \rho}{K_i} - \rho_0) \, \text{d}V
\]
\[
\mathcal{K}_{31} = \int_{\Omega} \mathbf{S}^T (1 - \zeta_n) \, \text{d}S \Omega + \int_{\Omega} \nabla \mathbf{S}^T n_i S \, \text{d}V
\]
\[
\mathcal{K}_{32} = -\int_{\Omega} \nabla \mathbf{S}^T n_i S \, \text{d}V
\]
\[
\mathcal{K}_{33} = \int_{\Omega} \nabla \mathbf{S}^T \Delta \mathbf{S} \frac{n_i}{K_i} \, \text{d}S\Omega + \int_{\Omega} \nabla \mathbf{S}^T n_i S \, \text{d}V
\]
\[
\mathbf{v}_n^{k+1} - \mathbf{v}_n^k + \mathbf{v}_t^{k+1} = 0
\]
\[
\mathbf{v}_a^{k+1} - \mathbf{v}_a^k + \mathbf{v}_t^{k+1} = 0
\]
with
\[
\mathbf{K}_{13} = \int_{\Omega} \mathbf{S}^T (n_i + n_j - \zeta_n) \mathbf{S} n_i \, \text{d}V
\]
\[
\mathbf{K}_{23} = \int_{\Omega} \mathbf{S}^T n_i \mathbf{S} n_j \, \text{d}V
\]
\[
\mathbf{K}_{13} = \int_{\Omega} \mathbf{S}^T (n_i + n_j) \mathbf{S} n_i \, \text{d}V
\]
\[
\mathbf{K}_{23} = \int_{\Omega} \mathbf{S}^T n_i \mathbf{S} n_j \, \text{d}V
\]
where \(\mathbf{v}_n^{k+1}, \mathbf{p}_i^{k+1}, \mathbf{v}_n^*, \mathbf{v}_a^{k+1}\) are the columns of nodal rate of temperature, pore pressure, intermediate velocity, and end-of-step velocity, respectively.

4. Discrete element model for ice-bonded soils

The bonding effect of ice in frozen soils has been extensively investigated by both laboratory and numerical tests (Xu et al., 2011; Zhou et al., 2018; Xu et al., 2020; Zhu et al., 2021; Chang et al., 2023; Sun et al., 2023). It is found that the strength of frozen soil increases with the increase in ice content and the confining pressure but may decrease with a further increase in confining pressure when the bond between soil particles and ice crystals breaks. Therefore, it is essential to consider the bonding effect in the constitutive modeling of frozen soils under cyclic freeze-thaw loading (Zhang et al., 2017; Zhao et al., 2020; Ma et al., 2022). Instead of using conventional phenomenological constitutive models, a bond contact-based DEM model is employed to generate the stress-strain relationship of soils in frozen and unfrozen states to advance the macroscopic THM responses. DEM has been increasingly used for modeling the micro-macroscopic mechanical behavior of frozen soils (Chang et al., 2023; Zhu et al., 2021; Sun et al., 2023). For simplicity but without generality, we employ a frictional contact model for the basic contact without ice bond (Liang and Zhao, 2019; Liang et al., 2023; Zhao et al., 2022a), and further employ a simple bond contact model to characterize the bonding effect of ice between soil particles (Wu et al., 2018a,b; Zhao et al., 2022a). The approach can naturally consider the following effects: (1) the effect of ice bonding, (2) the effect of ice content on the bond strength and the soil stiffness, (3) ice bond breakage when the grain contact force exceeds the bond strength, (4) bond formation/melting during phase transition, (5) the dependence of soil strength and stiffness on ice content, confined stress, and packing density, (6) path and history-dependent stress-strain relationships during freeze-thaw cycles, and (7) other microscopic properties.

4.1. Basic frictional contact model

The contact forces of each pair of contacting grains, for example, particle A and particle B, as depicted in Fig. 2, are linearly related to the relative displacement as follows,
\[
f_n = -k_n u_n
\]
\[
f_t = -k_t \Delta u_t
\]
and the tangential contact force is constrained by the Coulomb condition of friction according to,
\[
|f_t| \leq \mu |f_n|
\]
where \(f_n\) and \(f_t\) are the normal and tangential components of the contact force (with the convention of positive tensile forces); \(k_n\) and \(k_t\) are the normal and the tangential stiffnesses; \(u_n\) and \(u_t\) are the normal and tangential displacement; and \(\mu\) is the friction coefficient at the contact. \(k_n\) and \(k_t\) are interchangeable with the grains’ Young’s modulus \(E_y\) and Poisson’s ratio \(\nu_t\) through \(k_n = E_y \nu\) and \(k_t = \nu_t k_n\), where \(r = 2\sqrt{A B} / (r_A + r_B)\) is the harmonic radius of two contacting particles with radii \(r_A\) and \(r_B\).
4.2. Bond contact model for ice-bonded solid skeleton

Since it is challenging to explicitly consider the formation and melting of ice particles in RVE assembly with a limited number of particles, we assume that the ice masses are concentrated at the surrounding soil particles (Zhao et al., 2022a). Accordingly, the equivalent size of the soil-ice mixed particle (2D), \( r_{eq} \), can be estimated as,

\[
r_{eq} = r_0 \sqrt{\frac{V_i + V_s}{V_0}} = r_0 \sqrt{1 - \phi_0 + (\phi_0 + \epsilon_s) S_i} \frac{1}{1 - \phi_0} \tag{45}
\]

where \( r_0 \) is the initial grain size; \( V_0 \) is the initial volume of the solid phase; \( V_i \) and \( V_s \) are the current volumes of the solid phase and the ice phase, respectively; \( \phi_0 \) is the initial porosity; \( \epsilon_s \) is the volumetric strain; and \( S_i \) is the ice saturation degree.

The relation of particle contact force and relative particle displacement at a bond contact is illustrated in Fig. 3. The maximum normal and tangential contact forces, \( f_{n,\text{max}} \) and \( f_{t,\text{max}} \), are defined as,

\[
f_{n,\text{max}} = C_n \min \left( r_A^2, r_B^2 \right) \tag{46}
\]

\[
f_{t,\text{max}} = \mu f_n + C_t \min \left( r_A^2, r_B^2 \right) \tag{47}
\]

where \( C_n \) and \( C_t \) are the normal and tangential cohesion strength of the bond. If either the normal or tangential force exceeds its maximum value, the bond will break. If the normal force is in a tensile state, the bond. If either the normal or tangential force exceeds its maximum value, the bond will break. If the normal force is in a tensile state, the bond will be lost. Otherwise, the contact will transition to a pure frictional contact.

Considering that the bond strength and the particle stiffness are highly dependent on the ice content (Lai et al., 2013), they are linked to the ice saturation as follows,

\[
C_i = C_{\phi_0} + \Delta C_{\text{max}}^{\phi_i} \Phi_i \left( S_i \right), \quad i = n, t \tag{48}
\]

\[
k_i = k_{\phi_0} + \Delta k_{\text{max}}^{\phi_i} \Phi_i \left( S_i \right), \quad i = n, t \tag{49}
\]

where \( C_{\phi_0} \) and \( k_{\phi_0} \) are the cohesion strength and the particle stiffness without ice bond; \( \Delta C_{\text{max}}^{\phi_i} \) and \( \Delta k_{\text{max}}^{\phi_i} \) are the maximum additional cohesion and stiffness due to ice bond; and \( \Phi_i \) and \( \Phi_{nt} \) are functions related to ice saturation \( S_i \). The stiffness can also be considered in terms of Young’s modulus of grains as \( E_i = E_{\phi_0} + \Delta E_{\text{max}} \Phi_i \), where \( E_{\phi_0} \) is the Young’s modulus of pure soil grains and \( \Delta E_{\text{max}} \) is the maximum additional modulus due to ice presence.

Since the bonding effect might not be significant when ice saturation is low, an S-shaped \( \Phi \) function is adopted for \( \Phi_{nt} \) and \( \Phi_{nt} \),

\[
\Phi_{nt} = \Phi_{nt} = \Phi = 1 - (1 - S_i^m)^m \tag{50}
\]

where \( m \) is a shape parameter. Fig. 4 illustrates the \( \Phi \) as a function of \( m \). If the ice saturation \( S_i \) is low, the corresponding value of \( \Phi \) is also small, indicating an insignificant bonding effect. A higher value of \( m \) suggests a less pronounced bonding effect under conditions of low ice saturation. Additionally, there may exist another type of bonding effect between soil particles apart from the bonding induced by ice cementation, namely, the cryogenic suction effect (Nishimura et al., 2009; Na and Sun, 2017; Suh and Sun, 2022). Cryogenic suction can be considered an equivalent bond between particles. Indeed, the bonding effect may still be present even when ice saturation is low. For this concern, this study adopts a value of \( m = 2 \) to generate a relatively small but non-zero bonding effect during the low ice saturation stage. More advanced contact models (e.g., parallel contact bond model, rolling resistance frictional contact model) can also be implemented to consider more detailed mechanisms (e.g., bending, twisting, and rolling) at the particulate level, which is out of the scope of this study.

4.3. Periodic cell, boundary condition, and homogenized stress

An RVE assembly is assumed to be sufficiently small to capture the response of a material point from the macroscopic perspective and, meanwhile, sufficiently large to yield a representative response with respect to discrete grains. To reduce the boundary effect from
rigid boundaries (e.g., rigid confining walls), periodic boundary conditions are employed in the DEM simulations (Liang et al., 2023). In the implementation, the boundary condition of the RVE over time is quantified via a tensor deformation gradient \( F \), which represents arbitrary combinations of compression, shear, and rotations. The incremental displacement gradient \( \nabla u^k \) is received from the macroscale MPM material point to prescribe as boundary conditions of an RVE. For non-isothermal conditions, the displacement gradient in MPM solver is calculated by,

\[
\nabla u^k = \nabla \nabla u' - \beta \Delta T I
\]

(51)

in which the second term on the right-hand side denotes the volumetric expansion/contraction due to the thermal effect. Specifically, we first compute the corresponding velocity gradient \( \nabla u^k \) from the downsampled information: \( \nabla u^k = \nabla u^k / \Delta t_{\text{DEM}} \), with \( \Delta t_{\text{DEM}} \) being the time step of DEM solver. This velocity gradient is then integrated automatically over time, and the accumulated transformation is reflected in the transformation matrix \( F \).

\[
F^{k+1} = I + \nabla \nabla u^k \Delta t_{\text{DEM}} F^k
\]

(52)

The homogenized Cauchy stress is computed based on the well-established Love-Weber formula (Nicot et al., 2013),

\[
\sigma^\text{RVE}_{\text{Cauchy}} = \frac{1}{V_{\text{RVE}}} \sum_N d \otimes f
\]

(53)

where \( \otimes \) denotes the dyadic product between two vectors; \( V_{\text{RVE}} \) is the volume of the RVE; \( N \) is the total number of all contacts inside the RVE; \( d \) is the branch vector joining the centers of contacting particles; and \( f \) is the contact force.

The mean effective stress \( \sigma_e \) and the deviatoric stress \( \sigma_d \) (for 2D) are defined as,

\[
\sigma_e = \sqrt{\frac{1}{2} \sigma' : \sigma'} \quad \sigma_d = \sqrt{\frac{1}{2} \sigma' : \sigma'}
\]

(54)

(55)

where \( \sigma' \) indicates the trace of a tensor and \( \sigma = \sigma' - \sigma_e I \) is the deviatoric stress tensor. The volumetric and deviatoric strains (scalar), \( \varepsilon_v \) and \( \varepsilon_d \), can be respectively computed according to,

\[
\varepsilon_v = \sqrt{2e : e} \quad \varepsilon_d = \sqrt{\frac{2e}{3} : e}
\]

(56)

(57)

where \( e \) is the strain tensor, and \( e = \varepsilon - \varepsilon_e I/2 \) is the deviatoric strain tensor.

5. Coupled MPM-DEM for hierarchical multiscale modeling

The multiscale framework by MPM and DEM is implemented by attaching an RVE on each material point to update stresses and other properties, as illustrated in Fig. 1. The MPM serves as the macroscale solver to obtain the continuum-level THM response. The deformation and other thermodynamic information computed from the MPM solver, such as temperature, pore pressure, and ice saturation, are transferred to the downscale DEM solver as the boundary conditions. The particle-based DEM solver then returns the homogenized stress and other mesoscale information, such as heat generation and porosity, as feedback to further advance the MPM solver. It is worth noting that the RVE keeps its memory of the previous loading state during each incremental time step. This allows to provide a history-dependent stress feedback which is particularly important for the modeling of time-dependent freeze-thaw behavior of granular soils by bond contact model. The two-way cross-scale message passing is executed for every MPM timestep. Since the scale of time for MPM and DEM solvers is separate and the semi-implicit MPM scheme allows the use of a relatively large timestep, the executive time of the DEM solver could be largely shortened compared to the explicit MPM. Besides, the RVEs attached to each material are independent, so it is rather convenient to perform parallel computing with multiple CPU or GPU nodes. In this work, we adopt an effective, scalable parallel scheme based on the flat message-passing interface (MPI) model to accelerate the multiscale simulation (Liang et al., 2022). The overall strategy of the coupled MPM-DEM approach is shown in Fig. 5.

6. Numerical benchmarks

The macroscopic MPM solver for simulating the TH and THM responses during water-ice phase transition has been validated in our parallel work (Yu et al., 2024b). Since the multiscale solver for modeling the phase transition process may inevitably involve highly non-linear responses, which is particularly difficult to benchmark, we here validate the proposed multiscale approach via two simple examples without considering phase transition.

6.1. 1D non-isothermal consolidation

The classical 1D thermoelastic consolidation problem is first revisited to benchmark the multiphysics multiscale solver (Noorishad et al., 1984; Lewis et al., 1986; Cui et al., 2018; Lei et al., 2021). A saturated soil column with a height of \( h = 1 \) m and an initial temperature of \( T_0 = 0 \) °C is considered, as illustrated in Fig. 6(a). The bottom side is a fixed boundary, while the vertical sides are roller boundaries. The top surface is subjected to a constant temperature, \( T_s \), and a constant surface surcharge, \( q_s \). The soil material is assumed to be perfectly elastic. The analytical solution for temperature \( T \) and pore pressure \( p \) at the time \( t \) and the depth \( x \) is expressed as (Wu, 2008),

\[
T(x,t) = T_s \left( 1 - \frac{2}{\pi} \sum_{n=0}^{\infty} \frac{\sin \xi x}{\xi} e^{-\xi^2 c t} \right)
\]

(58)

\[
p(x,t) = \frac{2}{\pi} \sum_{n=0}^{\infty} \frac{\sin \xi x}{\xi} \left[ \frac{b T_s}{1-c/k} e^{-\xi^2 c t} + \left( q_s - \frac{b T_s}{1-c/k} \right) e^{-\xi^2 c t} \right]
\]

(59)

and the solution of surface displacement \( u_s \) is expressed as,

\[
u_s(t) = \frac{h}{M} \left[ \beta m - q_s + \frac{2}{\pi} \sum_{n=0}^{\infty} \frac{\sin \xi x}{\xi} \left( \frac{b T_s}{1-c/k} - \beta m \right) e^{-\xi^2 c t} \right]
\]

(60)

where \( \xi = (2n+1) \pi / (2h) \), \( c = k M / \rho_0 h \), \( \kappa = \kappa_w / C_w \), \( h = \beta - \beta_n M \), \( \beta = \beta^c (\lambda + 2 G) \), \( \beta_n = n_\rho + n_\beta \), and \( M = \lambda + 2 G \). In the above, \( c \) is the consolidation coefficient, \( k \) is the thermal diffusion coefficient, \( C_w \) and \( \kappa_w \) are the heat capacity and heat conductivity of the soil matrix, and \( \lambda \) and \( G \) are the Lamé constants. For comparison, three boundary value problems are described as shown in Fig. 6(a). Case 1 is a pure HM coupling problem, also known as the Terzaghi 1D consolidation problem, whereas Case 2 and Case 3 are two THM coupling problems.

Since the benchmark problem does not involve the phase transition process, the pure fractional contact model will be employed in the RVE for multiscale simulations. The microscopic parameters used for RVE are shown in Table 1. A dense RVE packing is prepared with an isotropic confined stress of 100 kPa and an initial porosity of 0.1647, as shown in Fig. 6(b). To benchmark the multiscale simulations, the RVE’s elastic parameters are estimated via the oedometer compression test to the RVE under a small-strain regime wherein particles undergo negligible sliding over each other. As shown in Fig. 6(c), the elastic parameters are estimated as \( \lambda + 2 G = 23.53 \) MPa and \( \mu = 4.41 \) MPa. Accordingly, the RVE’s Young’s modulus and Poisson’s ratio are computed as \( E = 23.7 \) MPa and \( v = 0.1402 \). The calibrated parameters are used for pure MPM simulation. Other material properties are shown in Table 2. The soil column is discretized into 50 uniform elements with a size of 0.02 m. The timestep size for the MPM solver is set at \( \Delta t = 1 \times 10^{-4} \) s. Note that, to balance the initial stress in the RVE, we first apply a
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instances, and Fig. 7(b) shows the evolutions of temperature at different
reach a steady state before prescribing further loads.

A surface surcharge of 100 kPa on the soil column until its stress field

Table 1
Macroscopic parameters used for 1D non-isothermal consolidation problem.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of grains in an RVE, ( N_{\text{grain}} )</td>
<td>400</td>
</tr>
<tr>
<td>Grain density, ( \rho_{\text{grain}} ) [kg/m³]</td>
<td>2650</td>
</tr>
<tr>
<td>Grain size, ( r_{\text{grain}} ) [mm]</td>
<td>3−7</td>
</tr>
<tr>
<td>Young’s modulus, ( E ) [MPa]</td>
<td>600</td>
</tr>
<tr>
<td>Poisson’s ratio, ( \nu )</td>
<td>0.8</td>
</tr>
<tr>
<td>Frictional coefficient, ( \mu )</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 2
Microscopic parameters used for RVE preparation in 1D non-isothermal consolidation problem.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young’s modulus, ( E ) [MPa]</td>
<td>23.71</td>
</tr>
<tr>
<td>Poisson’s ratio, ( \nu )</td>
<td>0.1402</td>
</tr>
<tr>
<td>Porosity, ( \phi )</td>
<td>0.1647</td>
</tr>
<tr>
<td>Hydraulic conductivity, ( k_s ) [m/s]</td>
<td>( 1 \times 10^{-3} )</td>
</tr>
<tr>
<td>Intrinsic density, ( \rho_s, \rho_l, \rho_i ) [kg/m³]</td>
<td>2650 [1000 917]</td>
</tr>
<tr>
<td>Specific heat capacity, ( c_s, c_l, c_i ) [J/kg/°C]</td>
<td>4200 [800 2060]</td>
</tr>
<tr>
<td>Thermal conductivity, ( k_s, k_l, k_i ) [MW/m²/°C]</td>
<td>2.4 [0.6 2.2]</td>
</tr>
<tr>
<td>Thermal expansivity, ( \beta_s, \beta_l, \beta_i ) [1/°C]</td>
<td>( 1.5 \times 10^{-5} ) [2.1 × 10^{-5} 1.53 × 10^{-4}]</td>
</tr>
</tbody>
</table>

surface surcharge of 100 kPa on the soil column until its stress field

Fig. 7(a) shows the distributions of temperature at different time
instances, and Fig. 7(b) shows the evolutions of temperature at different
soil depths. Since the temperature solutions in Case 2 and Case 3
are almost identical due to small deformation, we only present the
results of Case 2 for brevity. The surface displacement versus time and
the pore pressure versus time/depth for all three cases are shown in
Figs. 7(c) and 8, respectively. As can be seen, the MPM solutions and
the MPM-DEM solutions are almost identical, and both are in good
agreement with the analytical solutions. This indicates that the MPM
solver and the newly developed MPM-DEM solver can offer accurate
predictions.

Different displacement trends of the three cases, as shown in
Fig. 7(c), are closely related to their pore pressure evolutions. Fig. 8(a)
and (d) plot the spatial distribution and the time evolution of pore pressure
in Case 1 (the isothermal case) at representative soil depths and
time instances, respectively. These results show typical pore pressure
satisfaction curves of Terzaghi’s consolidation problem. The resulting
consolidation curve, as shown in Fig. 7(c), is a natural outcome of
the pore pressure dissipation under isothermal conditions. However,
for Case 3, the non-isothermal case, a non-monotonical pore pressure
satisfaction pattern can be observed from Fig. 8(e), as the competing
result of thermal expansion and pore pressure dissipation. The pure
thermal expansion can generate a positive excess pore pressure, as
indicated by Fig. 8(e). Besides, the pore pressure evolution curve for
\( z = 0.4 \) m in Case 3 exhibits a clear turning point in the descending
period, as can be observed in Fig. 8(f), while the curve in Case 2
displays a dual-peak feature, as can be observed in Fig. 8(e). This is
a result of the superposition of the forward wave and the reflected
wave from the bottom fixed boundary. If the simulated domain is
infinite/absorbing boundary is adopted (Feng et al., 2021, 2022), the
predicted pore pressure dissipation curves should be parallel, with
identical peak values at different depths (McTigue, 1986; Yu et al.,
2024a). Despite Case 2 showing an overall expansion trend as expected,
its surface displacement witnesses a nontrivial peak, after which the
soil turns to contraction. This is because the thermal expansion of
pore water also contributes to the build-up of excess pore pressure
and the expansion of the soil matrix at the early stage. However, with
the dissipation of pore water, this part of contributions disappears
gradually. Overall, it is demonstrated that the multiscale MPM-DEM
framework can accurately simulate different THM-coupled problems.

6.2. 2D THM responses under cyclic thermal load

The response of soil subjected to cyclic thermal loading is of great
importance for a wide range of engineering settings (Bai, 2006; Di
Donna and Laloui, 2015; Ng et al., 2016; Bentil and Zhou, 2022). The
second example further benchmarks the multiscale method by consid-
ering a 2D problem involving cyclic thermal loading. The simulated
domain is rectangular with a dimension of 24 m × 9 m and an initial
temperature of \( T_0 \), as depicted in Fig. 9. The bottom boundary is fully
fixed, while the vertical boundaries are fixed in the horizontal direction only. The simulated domain is subjected to a pile-like line heat source, as shown in Fig. 9. Since phase transition is not considered in this example, we set the initial temperature $T_0$ as 5 °C and the inputting temperature ($T_b$) of the heat source periodically changing from 0 °C to 10 °C following a sinusoidal function $T_b = T_0 + T_1 = 5 + 5 \sin(2\pi t)$ to ensure the soil around the heat source experiencing cyclic cooling and heating. Five cycles are conducted in the simulation. Due to geometric symmetry, we simulate only half of the domain. A uniform background mesh with a cell size of 0.2 m and four material points in each cell is used. For MPM-DEM simulation, a surface surcharge of 100 kPa is imposed on the top surface to balance the initial stress of the embedded RVE in each material point. The initial RVE packing and the macroscopic parameters used in this example are largely the same as those in Section 6.1, except the following four parameters:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_a$</td>
<td>$1 \times 10^{-10}$ m/s</td>
</tr>
<tr>
<td>$\sigma_s$</td>
<td>2.4 W/m/°C</td>
</tr>
<tr>
<td>$\sigma_l$</td>
<td>0.6 W/m/°C</td>
</tr>
<tr>
<td>$\sigma_c$</td>
<td>2.2 W/m/°C</td>
</tr>
</tbody>
</table>

(Will be used in Section 7). To accelerate the simulation, the four parameters are scaled by 365 × 86,400 times. As it is difficult to derive the analytical solution for this complex boundary value problem, we consider verifying the simulation result of the MPM-DEM approach by comparing it with the MPM solution. The accuracy of the MPM solver for modeling THM-coupled problems has been extensively examined in our previous work (Yu et al., 2024a).

The contours of pore pressure simulated by MPM-DEM and pure MPM at four representative time instances in the first cycle are shown in Fig. 10. The evolution of pore pressure and vertical displacement at points M0 (0 m, 6 m), B6 (6 m, 0 m), and M6 (6 m, 6 m) are plotted in Fig. 11(a) and (b), respectively. From 0 to 0.25 s, points M0 and M6 are displaced downward due to thermal contraction as the temperature decreases. Correspondingly, negative pore pressures are generated near the heat boundary, as indicated by the contour map in Fig. 10(a) and the extracted data at point M0. However, the response of pore pressure at the faraway point B6 exhibits a delayed and reduced evolution. After the cooling stage, the inputting temperature returns to its initial level. The pore pressure near the boundary tends to become positive, while the negative zone tends to shift away to the far end (see Fig. 10(b)). While the inputting temperature continues increasing to the peak value, the expansion-dominated deformation pattern is transferred to a contraction-dominated one, with the pore pressure showing a nearly opposite distribution (see Fig. 10(c)) compared to the cooling stage (see Fig. 10(a)). It is also found from Fig. 11 that the level of the peak points in the first and second cycles show slight differences, while these differences become less significant in the third to fifth cycles, indicating the cyclic response reaching a stable state.

Overall, the simulation results in the first cooling–heating cycle and all five cycles are reasonable. The good agreement between results obtained from the MPM-DEM solver and pure MPM solver also highlights that the proposed multiscale framework is effective when dealing with complex boundary problems and can be readily used to model more complex phase transition problems.

7. Multiscale modeling the freeze-thaw behavior of ice-bonded granular media

In this section, we revisit the example in Section 6.2 by considering phase transition to showcase the method’s predictive capability in...
Fig. 7. (a) Temperature distribution at \( t = 0.01, 0.032, 0.1, 0.32, \) and 1 s; (b) temperature evolution at depths of 0.2, 0.4, and 1 m in Case 2; (c) surface displacement in three cases.

Fig. 8. Pore pressure distribution in (a) Case 1, (b) Case 2, and (c) Case 3 at the elapsed time of 0.01, 0.032, 0.1, 0.32, and 1 s, and pore pressure evolution versus time in (d) Case 1, (e) Case 2, and (f) Case 3 at depths of 0.4 m and 1 m.

Simulating ice-bonded granular media under freeze-thaw cycles. The geometry remains unchanged, as depicted in Fig. 9, while the initial temperature \( T_0 \) is set to 0 °C and the corresponding temperature input, \( T_0 + T_s \), varies from -5 °C to 5 °C. The basic DEM parameters are identical to those employed for the RVE in Section 6.1. Supplementary parameters specific to the ice bonds are provided in Table 3. In this example, we consider the soil nearly cohesionless in its unfrozen state, resembling sandy soil. Therefore, a very small unfrozen cohesion
Fig. 9. Model setup of the cyclic thermal loading example.

Fig. 10. Comparison of excess pore pressure contour solved by MPM-DEM and MPM at representative time instances in the first cycle.

Fig. 11. Comparison of (a) pore pressure and (b) vertical displacement solved by MPM-DEM and MPM at selected points.
strength, $C_{0}$, is utilized. The young's modulus of soil grains in an unfrozen state, $E_{0}$, is assigned the same value as in Section 6.1, while its maximum additional value under a frozen state, $\Delta E^{\text{max}}$, is set as 5 times of $E_{0}$. To examine the role of ice bond on the global THM responses, we simulate three cases with varying maximum bond strength, i.e., $\Delta C^{\text{max}} = 25, 50, \text{and } 100 \text{ MPa}$, denoted as the weak bond case, the medium bond case, the strong bond case, respectively. The parameters utilized in this study fall within the typical range of DEM parameters employed in the literature for simulating ice-rich soil (Zhu et al., 2021; Chang et al., 2023; Sun et al., 2023). The frictional contact model is first used to prepare a dense RVE packing under a confined stress of 100 kPa, and then the cohesive bond contact is activated for the freeze-thaw simulation. The force chain of initial RVE packing and the contact normal distribution are shown in Fig. 12. The Fourier approximation (red line) shows the initial RVE is isotropic.

### 7.1. Macroscopic THM responses

#### 7.1.1. Thermal responses

In the THM simulation of frozen soils, an accurate simulation of the temperature field is crucial for ensuring correct modeling of other fields. The typical temperature fields for the strong ice bond case during the first freeze-thaw cycle in strong ice bond case in Fig. 13(a). It is found the temperatures at different stages change correspondingly to varying boundary conditions, exhibiting generally reasonable thermal fields. Fig. 13(b) further plots the temperature at M0 (0 m, 6 m), M1 (1 m, 6 m), M2 (2 m, 6 m), and M3 (3 m, 6 m) over time. Point M0 is rightly positioned on the temperature boundary, whereas points M1 to M3 are located progressively away from the boundary. The temperature evolution at point M0 displays a perfectly harmonics shape with peak values of about 5 °C and −5 °C, as the most immediate response to the boundary temperature input. However, at points M1 and M2, the temperature evolution deviates from the perfect sinusoidal curve due to the latent heat effect, while at point M3, the temperature change becomes less pronounced, indicating a reduced impact from the temperature boundary. The thermal response in the rest four cycles exhibits a similar trend for other cases. Minor discrepancies may be found because deformations, especially large deformations, can potentially impose certain impacts on the thermal field. However, a detailed discussion on this aspect will not be conducted as it is beyond the scope of this study.

#### 7.1.2. Mechanical responses: frost heave and thaw settlement

This subsection focuses on the deformation patterns, particularly on the frost heave and thaw settlement, which represent two important mechanical behaviors of soils subjected to freezing and thawing (Nishimura et al., 2009; Zhang et al., 2015; Na and Sun, 2017). The vertical displacements at point S0 (0 m, 9 m), the midpoint of the ground surface in three cases, are shown in Fig. 14. The selected point represents the most severely deformed area in the entire simulation domain. In each freeze-thaw cycle, the vertical displacement at point S0 increases first during the freezing stage and then recovers partly in the thawing stage. The freezing-induced heave and thawing-induced settlement, in mesoscale, correspond to, respectively, the contraction and expansion of RVEs attached to the material points. The phenomenon that the deformation will not return to its initial value is attributed to the microscopic changes during the freeze-thaw cycles, such as particle rearrangement and bond breakage (Viklander, 1998). Such particle-level influences are not easy to be captured by continuum-based modeling.

Comparing all three parallel cases, the magnitude of frost heave is greatly influenced by the ice bond strength of RVEs. Among them, the weak bond case displays the most substantial frost heave during the first cycle and the most rapid accumulation of heave amount in repeated cycles. In contrast, the strong bond case shows no noticeable increase in the overall heave amount with repeated cycles. This implies that the plastic deformation in the weak bond case continuously accumulates with increasing cycles, whereas, in the strong bond case, it mainly accumulates in the first cycle. To better illustrate the discrepancies, we present the contours of vertical displacement at $t = 0.5, 1.5, 2.5, \text{and } 3.5 \text{ s}$ in Fig. 15. The associated time instances approximately correspond to the time when the frost heave reaches the utmost in each freeze-thaw cycle. It can be seen that for the strong bond case, the displacement fields in all cycles show almost no changes, whereas the changes with cycles in the resting two cases are relatively prominent. This is because a weak ice bond in RVEs may fail to resist a large heave force, resulting in more bond breakage and more RVE expansion. It is worth mentioning that the severe deformation in the weak bond case led to the breakdown of the simulation in the fifth cycle, mainly because of the failure of near-surface RVEs under superextreme deformations.
Additionally, to further visualize the deformation of material points in the inner regions, we plot the trajectory of point M1 in the medium bond case and the strong bond case in Fig. 16. The mobilization of material points follows a hysteresis loop but not a close one. Obviously, the point in the medium bond case experiences more movements in both lateral and vertical directions. Besides, the movement of the point in the strong bond case shows a convergent trend, while the one in the medium bond case does not. In general, these findings are consistent with the previous analyses. Overall, typical deformation behaviors of soils under freeze-thaw cycles can be well-captured by the proposed multiscale method. Importantly, these mechanical behaviors can be connected with the particle scale responses, which will be further discussed in the following sections.

7.1.3. Pore pressure evolutions

The frost heave and thaw settlement during freeze-thaw processes are closely related to the pore water pressure. Fig. 17 shows the contours of pore pressure at \( t = 0.25 \), \( 0.5 \), \( 0.75 \), and \( 1.0 \) s in the first freeze-thaw cycle. The most pronounced changes in pore pressure distribution are observed near the freeze-thaw boundary. However, the trends of these changes differ significantly among the three cases. The most obvious discrepancy is the sign of pore pressure. For example, at \( t = 0.25 \) s, the pore pressure in the weak bond case is positive, while in the strong bond case, it is largely negative. At \( t = 0.75 \) s, the pore pressure in the weak bond case changes to negative, while in the strong bond case, it changes to positive. The medium bond case presents a transitional pattern from the strong to the weak bond cases. Figs. 18 and 19 further show the evolution of pore pressure over time at points M0 and M1. The pore pressure response is largely dependent on temperature changes and the bond properties of RVEs. The evolution of pore pressure in one freeze-thaw cycle, as shown in Figs. 18(a) and 19(a), can be generally divided into five stages.

- **Stage I**: The pore pressure increases slightly to a maximum value of about 100–150 kPa at the initial freezing stage. The increasing stage is widely observed in laboratory tests and is named as the free water freezing stage (Eigenbrod et al., 1996; Zhang et al., 2015). In this stage, the ice content increases quickly, wherein the positive pore pressure can be related to the volume expansion during increased ice nucleation.

- **Stage II**: The initially increasing pore pressure decreases with continuous freezing. The pore pressure in the strong bond case drops the most significantly among the three cases, and eventually, negative pore pressure develops, with a minimum value of about \(-350\) kPa. The negative pore pressure is also recorded in experiments by Eigenbrod et al. (1996) and Zhang et al. (2015), usually explained as the cryogenic effect (Zhou and Meschke, 2013). In this simulation, the increasing ice content during the freezing stage enhances the bonds between soil grains, resisting the continuous heave of the soil, thereby leading to a pressure drop and even generating a negative pore pressure when the bonding effect is very strong. In the authors’ opinion, the bonding effect describes similar phenomenon as the cryogenic effect.

- **Stage III**: After a dramatic decrease, the pore pressure reaches a relatively stable state with some dissipation over time as the ice content reaches a stable (maximum) value. Specifically, the pore pressure gradually increases in the strong bond case and decreases in the weak and medium bond case. The duration of this stage depends on how long the freezing stage can be maintained (e.g., M0 is longer than M1).

- **Stage IV**: The pore pressure experiences a second sharp change as a result of a rapid increase in temperature and an accelerated melting of ice. In this stage, the strong bond case is featured by a
rapid pore pressure increase due to the loss of the ice bond and effective stress, which is also observed in the experimental study performed by Zhang et al. (2014). In contrast, the weak bond case is featured by a rapid pressure drop, and the resulting negative pore pressure tends to become larger with more freeze-thaw cycles, as indicated by Figs 18(b) and 19(b).

- **Stage V**: With the temperature continuously increasing, the pore pressure of all three cases approaches zero. The pore pressure in
Fig. 17. Contours of pore pressure at representative time instances in the first freeze-thaw cycle.

this stage for all three cases shows almost unified distributions, as indicated by the contours for $t = 1.0 \text{ s}$ in Fig. 17.

The five stages represent typical pore pressure changes occurring within one freeze-thaw cycle. The diverse pore pressure responses observed in cases with different ice bonds reflect the varying freeze-thaw characteristics of soils when the role of ice role differs. The strong bond case shows the best match with most of the experimental studies on soils upon freezing and thawing. This highlights the effectiveness of the presented multiscale method and also the importance of correctly
considering the ice bonding effect in DEM model. However, it does not mean the responses of the other two demonstrative cases are meaningless because the strength of ice bonds in soils is dependent on many factors, including soil type, water content, soil porosity, loading path, and stress state, etc. (Wang et al., 2008; Liu et al., 2019; Zhang et al., 2016, 2020).

7.2. Strain–stress characteristics and RVE responses

7.2.1. Strain–stress characteristics

A major contribution of this work is employing the physics-based DEM approach instead of a phenomenological constitutive model to describe the material response. In this section, we further investigate the evolutions of strain and stress during the freeze-thaw loading. Fig. 20 shows the volumetric strain $\varepsilon_v$, mean effective stress $\sigma_v$, deviatoric strain $\varepsilon_d$, and deviatoric stress $\sigma_d$ in the first cycle and all five cycles. Considering that the results of the weak and the medium bond cases are quite similar, we present only the medium and the strong bond cases.

The volumetric strain in one freeze-thaw cycle includes four stages, as shown in Fig. 20(a). The following takes point M0 in the strong bond case in the first cycle as an example (the red dotted line). (1) Before about 0.05 s, the volumetric strain increases rapidly due to ice formation, corresponding to pore pressure Stage I. (2) From about 0.05 s to 0.45 s, the volumetric strain maintains constant at about 2.5%, corresponding to pore pressure Stage II and III. (3) From about 0.45 s to 0.5 s, the volumetric strain drops rapidly as the temperature rises; this stage is an inverse process of the first stage, corresponding to pore pressure Stage IV. (4) After 0.5 s, the volumetric strain changes at a very low rate, corresponding to pore pressure Stage V. The four stages reflect that the bond strength directly influences the shear strength of the RVE and the deformation pattern of the macroscopic samples. This case demonstrates that the multiscale method can capture typical and realistic case study.

The shear stress in the medium bond case is also lower than that of the strong bond case, as shown in Fig. 20(d). These phenomena can all reflect that the bond strength directly influences the shear strength of the RVE and the deformation pattern of the macroscopic samples. This case demonstrates that the multiscale method can capture typical and reasonable mechanical responses. Nonetheless, it could be necessary to determine ice bond strength between grains if one aims to perform a realistic case study.

7.2.2. RVE responses

To offer a deep understanding on how the RVEs evolve during freeze-thaw cycles and how the deformation patterns of RVEs are related to the mesoscopic responses, we further investigate the RVE responses in some representative regions. Four typical RVEs are selected in regions S0 (0 m, 9 m), S1 (1 m, 9 m), M0 (0 m, 6 m), and M1 (1, 6 m). S0 and S1 are positioned near the ground surface, representing the

![Fig. 19. Evolution of pore pressure at point M1 (1 m, 6 m) (a) in the first freeze-thaw cycle and (b) in five freeze-thaw cycles.](image-url)
severely deformed areas due to frost heave. The displacement of point S0 has been presented in Fig. 14 and analyzed in Section 7.1.2. The THM responses at points M0 and M1 have been thoroughly analyzed in previous sections. Generally, the weak bond case shows the most significant RVE deformation among the three cases, while the strong bond case shows the least significant deformation. However, their RVE deformation patterns are quite similar. The following will focus on the medium bond case as an example.

The forces chain network and the contact normal distribution for the four selected RVEs after 1, 3, and 5 cycles are shown in Figs. 21 and 22. The RVEs at associated points show increasingly severe deformations with increasing freeze-thaw cycles, especially for points S0 and S1, as evident by Fig. 22(a) and (b). Such large deformation behaviors may not be well-captured by conventional phenomenological-based and small strain-based constitutive models, whereas the current multiscale method does not suffer from this limitation. The selected RVE points show rather different deformation patterns. Wu et al. (2020) proposed that the mesoscale deformation features of each RVE can be decomposed into three components: (1) compaction or extension, (2) simple shear deformation, and (3) rigid-body rotation. As seen from Fig. 21, the RVE at point M0 is in a compaction/extension-dominated deformation pattern, while at point M1 is in a combined compaction/extension and simple shear pattern. These RVE responses are consistent with the characteristics that the deviatoric strain of M1 is greater than that of M0, as shown in Fig. 20(a) and (c). The extension of soils near the freeze-thaw boundary, represented by points M0 and M1, is responsible for the global frost heave in the vertical direction. Besides, it is evident that M0 experiences more compaction in the X-direction (more extension in the Y-direction) compared to M1, resulting

---

**Fig. 20.** Evolution of (a) volumetric strain $\varepsilon_v$, (b) mean stress $\sigma_v$, (c) deviatoric strain $\varepsilon_d$, and (d) deviatoric stress $\sigma_d$ at points M0 (0 m, 6 m) and M1 (1 m, 6 m) in the medium bond case and the strong bond case. For each subfigure, the bottom part shows the results of all five cycles, while the upper part shows the zoomed plot of results in the first cycle.
Fig. 21. Deformed RVEs with force chains normalized by average normal contact force and the corresponding rose diagram of contact normal orientations at point (a) M0 (0 m, 6 m) and (b) M1 (1 m, 6 m) in the medium bond case after the first, third, and fifth cycle.

Fig. 22. Deformed RVEs with force chains normalized by average normal contact force and the corresponding rose diagram of contact normal orientations at point (a) S0 (0 m, 9 m) and (b) S1 (1 m, 9 m) in the medium bond case after the first, third, and fifth cycle.

in the soil above M1 suffering from more heave, as indicated by Fig. 15. The RVE at point S0 also shows a compaction/extension-dominated deformation pattern, but different from M0, the compaction is along the X-direction as a result of surface extension caused by ground heave. The deformed RVE shows a significant change in contact normal orientation from an isotropic distribution to a Y-direction-dominated one. The RVE at point S1 suffers from not only compaction and simple shear but also large rotations. The rose diagram of contact normal orientation at point S1 shows an obvious principal axis rotation. Overall, these mesoscopic RVE responses offer a two-way verification and explanation of the global responses. This indicates that the multiscale method is a robust and promising approach for modeling granular material in freeze-thaw loadings.

8. Closure

We have proposed a hierarchical multiscale method for simulating the freeze-thaw behavior of ice-bonded granular soils by coupling the single-point multiphase material point method (MPM) and the bond-based discrete element method (DEM). The developed semi-implicit MPM models the macroscopic thermo-hydro-mechanical responses of
freezing and thawing granular media with excellent stability and efficiency. The DEM simulation in the representative volume element (RVE) embedded in each material point provides the constitutive relationship of soils in the frozen and unfrozen states, including the bonding effect of ice between soil grains characterized by an ice saturation-dependent bond contact model. The proposed multiscale method avoids the use of conventional constitutive models for frozen/unfrozen soils by employing the contact-based grain-scale DEM simulations, which offer rich and realistic microscale details such as ice bond formation, melting and breakage.

The proposed multiscale method has been benchmarked by a 1D non-isothermal consolidation problem and a 2D cyclic cooling and heating problem before being used to simulate a boundary value problem involving freeze-thaw cycles. The detailed macroscopic and microscopic analyses demonstrate that the proposed multiscale method can capture reasonable deformation patterns, pore pressure evolutions, and stress-strain relations of soils during freeze-thaw loadings. Parallel simulations for soils with varying ice bond strengths show the significant effect of ice bonding on the global THM responses. The method is readily applicable for simulating a wide range of engineering problems in cold regions, such as frost heave or thaw settlement of foundations in changing thermal regimes and climate warming-driven landslides. Furthermore, the method can potentially be used to simulate submarine hydrate-bearing soils by considering the gas phase. Future work may integrate more efficient DEM models, such as the parallel bond contact model, and the model using two sets of particles for ice and soil grains, into the current framework to facilitate more realistic modeling. In summary, the proposed approach provides a powerful alternative tool for predicting thermal-related and climate-driven granular behaviors in engineering settings.
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