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A B S T R A C T   

Key to quality control for laser powder bed fusion (L-PBF) is the reduction of porosity in built parts. However, 
understanding the mechanisms of a complete cycle of keyhole pore evolutions, including the processes of the 
keyhole pore generation, collapse, and splitting, and the role of metal-vapor condensation, remains a great 
challenge. In this study, we employ a high-fidelity computational tool considering multiphase interactions and 
thermal-induced phase changes to reproduce the key observations and identify the critical physics underlying 
keyhole instability and the ensuing keyhole pore generation, collapse, and splitting. We demonstrate that the 
dynamic fluctuation of keyhole and keyhole pores is dictated by five interdependent factors: vapor condensation, 
liquid vortex, recoil pressure, surface tension, and keyhole morphology. The occurrence of protrusions inside the 
keyhole wall enhances the fluctuation of keyhole by re-directing the reflected laser rays and changing the 
transport of high-temperature liquid flows surrounding the keyhole. The locally generated liquid vortex joins 
with the overall melt pool dynamics to snap the lower portion of a keyhole to form a keyhole pore and further 
drive its motion, conditions for which are quantified from the numerical results. We further show that vapor 
condensation is the major mechanism that may cause two high-speed microjets of pores and result in pore 
collapse and splitting. Finally, we propose an optimization strategy based on a parametric study of the 
condensation rate to potentially eliminate keyhole pores during laser melting.   

1. Introduction 

Laser powder-bed fusion (L-PBF) is emerging as a promising tech-
nology revolutionizing manufacturing for a wide range of engineering 
sectors and industries, including aerospace [1], biomedical [2–4], and 
defense industries [5]. It offers an economical and efficient pathway for 
printing complex-shaped parts without various constraints by design in 
conventional manufacturing industries [6–8]. Its future developments, 
however, hinge crucially upon improving the mechanical properties of 
the as-built parts by reducing detrimental defects [9,10] or applying a 
post-heat treatment [11]. The porosity of the fabricated parts, especially 
the keyhole-induced porosity in both laser welding [12] and L-PBF [13], 
is widely regarded as a major defect that can result in a reduction in 
ultimate strength, fatigue strength, and fracture strength [14–16]. Un-
derstanding the key mechanisms contributing toward the formation of 
pores in the keyhole mode melting has been a focus of recent research on 
L-PBF. A concerted effect has been made in both the research and 
manufacturing industries to explore various strategies to effectively 
reduce the porosity during the melting process [13,17,18]. 

In-situ high-speed X-ray imaging has become a popular experimental 
means to overcome the limitation of traditional ex-situ experimental 
approaches on L-PBF [6,19], which can only provide the pore features of 
as-built parts, such as the pore shape and position. It offers real-time, 
high-resolution observations of the dynamic processes in different 
stages of a typical melting process, including the keyhole evolutions [18, 
20–24], spatter formation [25–27], and the formation [13,28] and 
elimination [29] processes of keyhole pores. Specifically, recent studies 
based on in-situ experiments show that significant fluctuations of the 
keyhole occur in keyhole mode melting [18, 30–32] and the instability 
at a moving keyhole tip contributes critically to the formation of keyhole 
pores [13,29]. Surface tension and melt flow have been identified as 
major factors driving the rapid, excessive, and often irregular defor-
mation of the keyhole bottom observed [13]. The generated keyhole 
pore may further collapse and split [13], or shrink [28]. Zhao et al. [13] 
indicated that the impinging of a high-speed microjet on the opposite 
wall of the pore causes rapid pore collapse and splitting, and the vapor 
condensation may occur at the keyhole bottom as their image back-
ground becomes increasingly clear. Huang et al. [28] employed a bubble 
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model in consideration of the metal-vapor condensation. They found 
that the metal-vapor condensation in the enclosed keyhole pore may 
lead to the shrinkage and splitting of the keyhole pore. However, their 
bubble model is only capable of predicting the change of equivalent pore 
size while unable to model the pore splitting process and pore motion 
[28]. The role of vapor condensation on the keyhole pore shrinkage, 
collapse, or splitting remains unclear and unexplored. The 
thermo-mechanical dynamics, such as the acoustic waves and viscous 
drag, dominate the further movement of the keyhole pore [13, 18, 29, 
33–35] in the melt pool. Despite the significant advances made in the 
field, the characteristics of keyhole instability and pore evolution remain 
largely based on observations and empirical interpretations. To date, 
their fundamental mechanisms have yet to be fully identified [10, 
36–38]. It is of strong interest to understand the role of metal-vapor 
condensation on the microjet and the keyhole pore instability, the cy-
clic formation of a “J”-like keyhole pertaining to a collapsed keyhole 
pore, and the key mechanism governing pore motions. 

Numerical modeling has been widely used as a complementary, cost- 
effective alternative to experimental approaches to explore the insta-
bility of keyhole and keyhole-induced pores [17, 36, 39–47]. Various 
advanced numerical approaches [10,48,49] have recently been devel-
oped to analyze the keyhole pore formation process and to explore 
optimal scan strategies or suitable environments to reduce the keyhole 
pores, such as the optimal combination of laser power [36,40,45], laser 
incident angle [44], laser energy density [41], and ambient pressure 
[17,42]. Previous simulations have placed a focus on the processes of 
keyhole pore formation and motion and the influencing factors, 
including laser power [17, 36, 40–45], incident angle [40], scanning 
speed [17,46], and ambient pressure [17] on these processes. Gaps 
remain in identifying other factors and their roles, such as the 
metal-vapor condensation in the keyhole pore and the processes of 
“J”-like keyhole formation, keyhole pore collapse and splitting, and 
motion of splitting pores. The entire life cycle of keyhole pores, 
including its collapse, splitting, and motion, and the role of metal-vapor 
condensation on the entire life cycle are highly dynamic processes that 
involve exceedingly complicated physics. To gain a comprehensive un-
derstanding of these processes, it is desirable and essential to develop a 
high-fidelity simulation framework that enables quantitative predictions 
consistent with in-situ experimental observations. 

We employ herein a rigorous, physics-based computational approach 
[50,51] to examine the mechanisms governing the keyhole fluctuations 
and the formation, collapse, splitting, and motion of keyhole pores 
during a typical laser melting process. This study is intended to offer 
three innovative features as follows: (1) To help to reveal the mecha-
nisms governing a complete cycle of typical keyhole and keyhole pore 
evolutions, including the processes of the “J”-like keyhole formation, the 
keyhole pore collapse and splitting, and the motion of splitting pores, 
that have not been previously fully discussed [17, 36, 39–47]. (2) To 
establish quantitative connections between vapor condensation and 
keyhole pore collapse and splitting, including the development of recoil 
pressure, surface tension, Marangoni’s pressure, and velocity field 
around the keyhole pore, that cannot be directly obtained by in-situ or 
ex-situ experimental approaches [13,28]. (3) To systematically examine 
the effect of condensation rate on the keyhole pore and propose a 
possible optimization melting strategy through controlling the vapor 
condensation in the keyhole that has not been discussed in previous 
studies. 

2. Methods 

2.1. Multi-phase consideration of the melting process 

The melting process of metal additive manufacturing involves mul-
tiple phases, including the solid metal, melt flow, metallic vapor, and 
ambient gas, and phase transitions among these different phases, such as 
melting, solidification, evaporation, and condensation. We have 

previously developed a high-fidelity, multi-phase, multiphysics 
computational framework based on fully resolved CFD coupled with 
DEM to tackle the challenges involved in the process [51]. The main 
focus of the current study is to understand the thermo-mechanical 
behavior of keyhole dynamics and the formation of pores in a bare 
plate, rather than investigating vapor-powder interactions. Therefore, 
the metallic vapor and the protective gas will not be distinguished and 
will be treated as a single ambient gas [17,41,44] in producing the 
keyhole depression in this study. The metallic vapor is considered to 
account for the mass transfer, recoil pressure, and latent heat during the 
keyhole motion. The solid metal is treated as a high-viscous fluid here 
for the convenience of numerical simulations [52]. The Darcy’s term is 
incorporated in the momentum equation for modeling the solid state or 
partially melt state of the metal, which is commonly used in most 
existing literature [50, 52–54]. Therefore, the melting process of a bare 
plate subjected to laser illumination can be reasonably simplified as a 
solid-fluid two-phase problem in this study. 

2.1.1. Volume of fluid method 
We employ the volume of fluid (VOF) method in conjunction with a 

sharp interface capture scheme, isoAdevctor [55], to model the 
two-phase system involved in L-PBF. The isoAdevctor scheme helps to 
overcome the limitation of VOF, which can only obtain a smeared 
interphase between the metal and gas phases. This scheme offers a 
better-resolved interface than the default scheme in OpenFOAM, the 
MULES scheme [56], by adopting the iso-surface reconstruction to 
compute an accurate surface flux and a bounding procedure to limit the 
values of volume fraction within a specified range [56,57]. The 
computational fluid dynamics (CFD) with the VOF method is used to 
solve the fluid domain consisting of co-existing multiphase flows, 
including the solid metal, melt flow, and ambient gas. 

2.1.2. Equivalent properties 
In a multiphase CFD domain, the volume fractions of the metal and 

gas are denoted as α1 and α2, respectively, satisfying α1 + α2 = 1. The 
interface of the two phases to be solved by the VOF method refers to a 
region containing interface cells with a volume fraction (either α1 or α2) 
ranging from 0 to 1. The equivalent density ρ, equivalent viscosity μ, 
equivalent thermal conductivity k, and equivalent heat capacity C over 
the entire CFD domain could be written as: 
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

ρ = α1ρ1 + α2ρ2

μ = α1μ1 + α2μ2

k = α1k1 + α2k2

C = α1
ρ1

ρ C1 + α2
ρ2

ρ C2

, (1) 

where the subscripts (1 and 2) denote the metal phase and the gas 
phase, respectively. 

2.2. Multi-way phase transitions 

2.2.1. Melting and solidification 
The melting and solidification processes are simplified as a dramatic 

viscosity change of the metal fluid between its solidus and liquidus 
temperatures. The following expression is employed to describe the 
change of metal viscosity μ with temperature [52]: 

lnμ =
1
2

erfc
[

4
lnTl − lnTs

•

(

lnT −
ln(Tl) + ln(Ts)

2

)]

• (lnμs − lnμl)+ lnμl,

(2)  

Where μs and μl are the viscosities at the solidus temperature Ts and 
liquidus temperature Tl, respectively. erfc() refers to the complementary 
Gaussian error function. 
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2.2.2. Evaporation 
This study employs a recently proposed evaporation model [58] to 

calculate the mass loss rate, recoil pressure, and heat loss rate of the 
metal by evaporation. The evaporation model considers the gas-flow 
structure and material composition and is applicable for both common 
and near-vacuum environments [58]. It helps to overcome the limitation 
of the conventional Anisimov’s evaporation model [59] in the 
near-vacuum environment. In this evaporation model, the mass loss rate 
ṁv, recoil pressure Pre and heat loss rate Qv of the metal by evaporation 
at the common atmosphere are written as: 

ṁv = −

(

1 −
P3

Pe

̅̅̅̅̅
T
T3

√

βF−

)

Pe

̅̅̅̅̅̅̅̅̅̅̅
M

2πRT

√

, (3)  

Pre =
eD2

2
(
2D2 + 1

)
(

F− +

̅̅̅̅̅
T3

T

√

G−

)

Pe, (4)  

Qv = ṁ1Lv, (5)  

where T is the temperature of the liquid surface. Pe is the saturated vapor 
pressure. P3 and T3 are the pressure and temperature out of the Knudsen 
layer [60], respectively. M is the molar mass and R is a universal gas 
constant. Lv is the latent heat of evaporation. D, F− and G− are dimen-
sionless variables related to the ratio of isochoric and isobaric specific 
heat capacity of the gas and the Mach number out of the Knudsen layer 
[58]. 

2.2.3. Condensation 
Gas condensation may cause the collapse of a closed pore surrounded 

by liquids [61]. In this study, the vapor condensation in the closed 
keyhole pore is considered to understand the mechanism of the collapse 
and splitting of keyhole pores. Specifically, Badillo’s condensation 
model [62–64] is used to calculate the condensation rate of the vapor. 

ṁc =
6
̅̅̅
2

√

5
k1(T − Tb)

wLv
(6)  

where k1 is the heat conductivity of the metal, Tb is the boiling tem-
perature, Lv is the latent heat of evaporation, and w is the characteristic 
length of the interface which is approximated by the height of the CFD 
cell [64]. 

2.3. Laser absorption model 

The laser absorption model is built based on the VOF-compatible ray- 
tracing model we recently proposed [51]. This model considers the 
Fresnel reflection and refraction at the metal surface and the laser 
attenuation and absorption in the metal. The model is further enhanced 
in this study to take into account the effect of the metal state on the 
attenuation distance and the effect of the surface temperature on the 
laser reflectivity. Specifically, the absorption coefficient of the solid 
metal αs can be calculated from Swanepoel method [65] using the 
extinction coefficient ke and the laser wavelength λ, i.e., αs = 4πke/λ. 
The absorption coefficient of the liquid metal αl is obtained from our 
previous work [51]. The reflectivity of aluminum (Al) [66] is adopted 
here due to the unavailability of reliable experimental data for 
Ti-6Al-4 V. The following equation shows the reflectivity change from 
the room temperature to the liquidus temperature. 

fR =
1
2

erfc
[

4
Tl

•

(

T −
Tl

2

)]

• (fRl − fR0)+ fR0, (7)  

where T is the temperature, Tl is the liquidus temperature, fRl and fR0 are 
the reflectivity at the liquidus temperature and 0 K, respectively. 

2.4. Governing equations 

Three sets of governing equations describing the multiphase, multi-
physics processes of laser melting are solved by CFD implemented with 
the aforementioned models pertaining to melting and solidification, 
evaporation, condensation, and laser absorption. They include the 
advection equation for the volume fraction field of two fluid phases, the 
fluid momentum equation based on the Navier-Stokes equation for the 
flow dynamics, and the temperature equation for the thermal field. 

2.4.1. Advection equation 
In this study, we consider the metal phase with two interphase mass 

transfer rates ṁv and ṁc, representing respectively the vaporization of 
the liquidus metal into the metallic vapor and the condensation of the 
metallic vapor into the liquidus metal. Both the metal and the gas phases 
are assumed to be incompressible and are solved by the following 
advection equation, 
⎧
⎪⎨

⎪⎩

∂α1

dt
+∇ • (α1u) =

2α1ṁv − 2α2ṁc

ρ1
|∇α1|

α2 = 1 − α1

, (8)  

where u is the velocity. α1 and α2 represent the volume fractions of the 
metal and the gas, respectively. |∇α1| is an interface term to transform a 
surface term per unit area into a volumetric term [67–69]. 2α1 or 2α2 is a 
sharp surface term to smear out the interphase [70]. 

2.4.2. Momentum equation 
The flow dynamics of two fluid phases during the laser melting are 

assumed to be governed by the following momentum equation based on 
the Navier-Stokes equation. We consider terms accounting for multiple 
physical phenomena, including the surface tension, Darcy’s effects, 
recoil pressure, and Marangoni’s flow, as shown in the RHS of the 
following equation. Specifically, the Darcy’s term describes energy 
dissipation in a mushy zone with partially melted metal [50, 52–54]. 
The recoil pressure is caused by the evaporation of melt flow [71]. The 
Marangoni’s flow considers the change of surface tension with the 
temperature gradient in the melt [72]. 

∂
∂t
(ρu) + ∇⋅(ρu ⊗ u) = − ∇p +∇⋅(μ⋅(∇u) ) + cσ|∇α1|

2ρ
ρ1 + ρ2

n

− Kc
(α1 − αm)

2

α3
m + Ck

u + Pre|∇α1|
2ρ

ρ1 + ρ2
n

+
dσ
dT

(∇T − n(n⋅∇T))|∇α1|
2ρ

ρ1 + ρ2

, (9)  

where p is the pressure and p = pd + ρgh. pd is the dynamic pressure, g is 
the gravitational acceleration, and h is the reference height [52]. Kc is 
the permeability coefficient, Ck is a constant to avoid division by zero. 
αm is the volume fraction of the molten metal which can be approxi-
mated using a Gaussian error function [52]. C is the curvature of the 
metal-gas interface, and c = − ∇ • n. n is the unit normal vector at the 
interface, and n = ∇α1/|∇α1|. 2ρ/(ρ1 +ρ2) is a sharp surface force term 
to smear out the interphase [67,70]. Ts is the solidus temperature. dσ/dT 
represents the change of surface tension coefficient σ with temperature. 
The volume fraction of the molten metal αm and the surface tension 
coefficient σ [52] can be written as: 

αm =
α1

2

[

1+ erf
(

4
/

(Tl − Ts)

(

T −
Tl + Ts

2

))]

, (10)  

σ =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

σl

1 + erf2

[

1 + erf
(

4
Tl − Ts

(

T −
Tl + Ts

2

))]

T ≤ Tl

σl +
∂σ
∂T

T T > Tl

, (11) 
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where σl is the surface tension coefficient of the metal at the liquidus 
temperature. 

2.4.3. Temperature equation 
The thermal field is governed by the following temperature equation 

derived from the energy conservation. The seven terms on the RHS of the 
temperature equation represent heat transfers due to laser heat, con-
duction, dissipation, fusion, convection, radiation, and vaporization 
[52], respectively, 

∂(CρT)
∂t

+∇(CρT)⋅u = Sl +∇⋅(k∇T) + μ(∇u + u∇) : ∇u

− Lf

[
∂
∂t
(ραm) + ∇⋅(ρuαm)

]

− hc
(
T − Tref

)⃒
⃒∇α′

1

⃒
⃒ 2Cρ
C1ρ1 + C2ρ2

− σsb

(
T4 − T4

ref

)⃒
⃒∇α′

1

⃒
⃒ 2Cρ
C1ρ1 + C2ρ2

− Qv
⃒
⃒∇α′

1

⃒
⃒ 2Cρ
C1ρ1 + C2ρ2

,

(12)  

where Lf is the latent heat of fusion, hc is the convective heat transfer 
coefficient, Tref is the reference temperature, and σsb is the Stefan- 
Boltzmann constant. Sl is the laser input obtained from our previous 
VOF compatible ray-tracing model [51] with a modified reflectivity and 
absorption coefficient described in the laser absorption model. 

2.5. Implementation of the proposed method 

The computational approach employed in this study pertains solely 
to the CFD component of the multiphase semi-coupled resolved CFD- 
DEM [50,51]. This approach has been implemented in two 

open-source codes, namely OpenFOAM and LIGGGHTS, with further 
enrichments on a coupling engine called CFDEM. The complete imple-
mentation strategies of the multiphase semi-coupled resolved CFD–DEM 
and relevant benchmarks for validating the thermodynamics, 
vapor-particle interactions, and ray-tracing model can be found in ref-
erences [50,51]. The solution procedure for the computational approach 
used in this work is summarized as follows:  

(1) Prescribe the initial conditions for the CFD domain, including the 
volume fraction field, temperature field, pressure field, and ve-
locity field of fluids.  

(2) Calculate the absorbed laser energy based on the ray tracing 
model [51] that considers the effect of the metal state on the 
attenuation distance and the effect of the surface temperature on 
the laser reflectivity. The detailed implementation procedure of 
the ray tracing model can be found in our previous work [51].  

(3) Solve the temperature equation (Eq. (12)) that considers the laser 
energy, six heat transfer terms due to dissipation, conduction, 
convection, radiation, fusion, and evaporation. 

(4) Update the mass transfer ratio (Eq. (6)) based on the new tem-
perature field and solve continuity equations in Eq. (8) using 
isoAdvector scheme [55] to update the volume fraction field. The 
detailed implementation strategy of the VOF method in 
conjunction with the isoAdvector scheme can be found in the 
reference [55].  

(5) Update physical parameters in Eq. (1) according to the volume 
fraction field and temperature field, including density, heat ca-
pacity, thermal conductivity, and viscosity.  

(6) Update the velocity field uf and pressure field p0 by solving the 
momentum equation in Eq. (9) that considers the surface tension, 
Darcy’s effects, Marangoni’s flow, recoil pressure, and gravity. 
Pressure Implicit with Splitting of Operators (PISO) algorithm 
[73] is applied here to solve the velocity and pressure iteratively.  

(7) Go to Step (2) to repeat the simulation until the final time step is 
reached. 

2.6. Method validation 

In our previous works [50,51], we have provided multiple bench-
mark cases, including the morphology of melt track, laser absorption, 
melt pool shape, and powder motion, to validate the computational tool. 
In this study, four additional benchmark cases are presented in Appendix 
A, namely Marangoni’s flow, solid melting, two-phase model, and 
evaporation model, to further validate the computational tool. As these 
four benchmark cases are fundamental and well-established, we have 
only provided simulation results in the appendix to avoid excessive 
distraction of the focus of the study. The detailed information used for 
benchmark cases, such as the model setup and physical parameters, can 
be found in the literature by Salid [74] (Cases I to III) and Cunningham 
[18] (Case IV). The quantitative comparisons between simulation and 
experimental results shown in “Appendix A” offers rigorous validations 
of the proposed computational tool. 

3. Results and discussion 

3.1. Model setup and parameter selection 

3.1.1. Model size and relevant parameters 
The laser melting process of a bare Ti-6Al-4 V plate is simulated with 

the computational framework described above to study the instability 
mechanisms of the keyhole and keyhole pore. We choose a specific laser 
case with a laser spot size of 100 µm, a laser power of 205 W, and a 
scanning speed at 500 mm/s as described in the literature [13]. A 
Ti-6Al-4 V plate of 720× 400× 320 µm in dimension, as shown in half 
from the center cross-section of the width direction in Fig. 1A, is 
considered. The laser is assumed to move along the longest dimension 

Fig. 1. Model setup. (A) Multiphase, multiphysics simulation of laser melting of 
a bare Ti-6Al-4 V plate: half simulation domain, discretization, laser and 
scanning directions, and dynamic meshing of critical subdomains surrounding 
the melt pool. (B) The change of metal temperature along three typical di-
rections of x, y, and z, respectively. The interruption with the curve represents 
the keyhole. “y = 200μm and z = 400μm” means the intersection of the section 
y = 200μm and the section z = 400μm. 
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(720 µm), which is set to be the x direction. The width and depth di-
rections are set as the y-direction or z-direction, respectively. Relevant 
constant physical parameters [17,50] and temperature-dependent 
thermal parameters [75] adopted in the simulations are summarized 
in “Appendix B”. 

3.1.2. Setup of mesh, time step and boundary condition 
Dynamic meshing is applied in the study to improve computational 

efficiency. As shown in Fig. 1A, coarse meshes are initially used to dis-
cretize the entire CFD domain and will be adaptively refined in specific 
regions satisfying |∇α1|〉0, T > 1000 and Sl > 0, where α1 is the volume 
fraction of metal, T is the temperature, and Sl is the absorbed laser en-
ergy. A region with a dense mesh will be further updated in each time 
step if necessary. In this study, the grid size of the coarse mesh is 20 µm, 
and the grid size of the dense mesh is 5 µm based on the benchmarks in 
our previous work [51]. The time step is 1 × 10− 7 s. The bottom 
boundary is set as a non-slip wall with a zero gradient for pressure and 
temperature. Other boundaries are set to a fixed value for pressure and a 
zero gradient for velocity and temperature. Fig. 1B shows the temper-
ature change along the three representative directions of x, y, and z, 
confirming the prescribed boundary condition of temperature to be 
reasonable. 

3.1.3. Assumptions on vaporization and condensation 
Note that, the metallic vapor and the protective gas are treated as a 

single phase (ambient gas) [17,41,44] in this study. The effect of 
vaporization on the keyhole is considered by taking into account the 
mass loss, recoil pressure, and latent heat of the metal by vaporization 
[58] (More details are documented in the “Multi-way phase transitions” 
section in the Methods). To further examine the impact of vapor 
condensation in the keyhole pore, we assume that the vapor is uniformly 
distributed in a keyhole pore. The condensation duration is assumed to 
be the same as the duration of the keyhole pore collapse and splitting 
observed in the experiment [13], i.e., 4.6 µs, after which only incom-
pressible protective gas is left in the enclosed keyhole pore. The 
condensation rate is calculated by Eq. (6) in the “Multi-way phase tran-
sitions” section. The vapor condensation in an enclosed keyhole pore 
may generate a pressure drop according to the ideal gas equation of 
state, leading to potential pore deformation. In this study, we only 
consider vapor condensation in the enclosed keyhole pore but ignore the 
vapor condensation in the keyhole connecting with the ambient gas. 

3.1.4. Pros and cons of CFD models with vapor plume capability 
The inclusion of the vapor plume in advanced CFD simulations of L- 

PBF provides two major advantages in terms of simulation accuracy. 
First, the high-speed vapor plume escapes from the melt pool and en-
trains surrounding ambient gas and powders [76,77], contributing to 

Fig. 2. Formation of “J”-like keyhole. (A) Megahertz x-ray images captured from the supplementary movie S12 in the literature [13]. (B) Central cross-section profile 
of the simulated keyhole in terms of temperature contour at y = 200 µm. The incident rays and 1st reflected rays in the keyhole at 0 µs are schematically illustrated 
using red and yellow lines, respectively. (C and D) Simulated velocity vector contour (C) and recoil pressure contour (D) of the central cross section at y = 200 µm. 
More time instances can be found in “Appendix C”. 
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Fig. 3. Keyhole pore formation. (A) Megahertz x-ray images of a keyhole pore-formation process [13]. (B) Simulated keyhole pore-formation process. (C) Tem-
perature contour and velocity vector contour of the central section at y = 200 µm. (D) Contours of the recoil pressure (left) and surface tension term (right) of the 
central section at y = 200 µm. The surface tension term means the equivalent pressure caused by the surface tension for better comparison with the recoil pressure. 
(E) Velocity vector contour of the section at x = 450 µm. (F) Keyhole neck morphology contour in the xy-plane. 
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possible sparking and scattering of powder grains. This physical process 
causes possible defects to the final print part [78,79], such as lack of 
fusion, pores, inclusion, balling, and rough surfaces [80–83]. Consid-
ering the vapor plume in the simulations allows for the capture of 
vapor-powder interactions and the revelation of inherent mechanisms of 
defect formation [37,51,84]. Second, using a physics-based distribution 
of the vapor plume in the keyhole, instead of the uniform distribution 
assumption, enhances the accuracy of the condensation model in the 
CFD simulations. Nevertheless, the tradeoff is the resulting high 
computational cost in adopting plume modeling in the CFD simulations. 
Indeed, the vapor plume may experience high speeds greater than 
100 m/s [37,84] and can even reach 700 m/s with higher laser energies 
[76]. Due to the high-speed vapor plume, a smaller time step and a 
larger CFD domain with finer meshes enabled by dynamic meshing are 
required, which would remarkably increase the computational cost to at 
least six times greater than that without considering the vapor plume 
[51]. 

3.1.5. Feasibility of assumptions 
The numerical simulations in this study are based on two major as-

sumptions. First, this study ignores the powder bed, as it only has a 
secondary influence on the deep keyhole formation and the generation 
and deformation of keyhole pores in L-PBF [18]. Furthermore, the 
non-uniform deposition of powders and relevant powder motion during 
the L-PBF process may significantly increase the difficulty and 
complexity of studying the effect of vapor condensation on keyhole pore 
instability. Second, the study employs simplified evaporation and 
condensation models without considering the vapor plume. This is 
acceptable because the significant effect of vapor plume on powders can 
be ignored in this case with a bare plate. The effect of vapor distribution 
in the keyhole pore can be further studied by a parametric analysis with 
systematically adjusted condensation rates. Overall, these two assump-
tions help us fetch a balance between computational cost and efficiency. 

3.1.6. Research objectives in this study 
In what follows, a complete cycle of typical keyhole and keyhole pore 

developments, including the “J”-like keyhole formation and fluctuation, 
and the generation, collapse, splitting, and motion of keyhole pore, is 
simulated and examined against experimental observations. Quantita-
tive discussions are devoted to various key aspects of the keyhole and 
keyhole pore, including their morphological evolutions, liquid speed, 
and thermo-mechanical forces. We further perform a parametric study 
on the condensation rate to study its effect on the keyhole pore defor-
mation and motion, based on which a possible optimization strategy by 
controlling the condensation rate to eliminate keyhole pores is pro-
posed. All cases included in this study were executed on the Tianhe II 
National Supercomputer in Guangzhou with 36 processors and 180 GB 
memory, and each case required two days to complete. New mechanisms 
governing the instabilities of keyhole and keyhole pores are identified 
based on rigorous analyses of the results, revealing some different in-
sights from previously proposed speculations [13]. 

3.2. Formation of “J”-like keyhole: dynamic features at keyhole bottom 

Keyhole pores are frequently found to emerge when the bottom tip of 
a “J”-like keyhole is pinched off, as confirmed by in-situ high-speed X- 
ray imaging [13]. A particular recent research focus is to understand the 
mechanism of pore formation relevant to the dynamic evolution of a 
“J”-like keyhole [17,44]. Fig. 2 shows a comparison of the typical for-
mation process of the “J”-like keyhole captured by in-situ high-speed 
X-ray imaging [13] (Fig. 2A) and our numerical simulations (Fig. 2B), 
showing a qualitative resemblance between the two. In particular, in 
both the experimental video [13] and our numerical simulations, we 
identify an interesting feature of reiterative two-stage development at 
the bottom of a “J”-like keyhole. The overall formation of a ‘J′-like 
keyhole can be attributed to the reiterative two-stage development, 

which we coin herein as the local rotation and the global expansion, 
respectively. The two stages are highlighted in Fig. 2 (A to C). The 
development of these two stages is a result of multiple interconnected 
physics involving laser absorption, protrusions of the keyhole wall, 
vortex flow, and recoil pressure, as detailed below. 

3.2.1. Local rotation towards the “J” toe 
The dynamic process at the bottom of the “J”-like keyhole is first 

characterized by a recurrent local rotation at the left tip of the keyhole 
(or “J” toe hereafter) in the wake of the occurrence of “small keyhole” 
(see second panels of Fig. 2A & B and first panels of Fig. 2C & D). Its 
mechanism is explained in connection with Fig. 2 as follows. The fluc-
tuating nature of the front wall keyhole, when subject to laser illumi-
nation, leads to a nonuniform temperature distribution and hence 
multiple protrusions along the front wall (see 11.8 µs in Fig. 2A and 0 µs 
in Fig. 2B). These protrusions change the direction of the reflected laser 
rays that reach the bottom of the keyhole, which further cause 
nonuniform laser absorptions and evaporations at the bottom. The 
resultant recoil pressure causes the drilling of the bottom tip and 
forming the small keyhole, as shown in the panels of 13.8 µs in Fig. 2A 
and 2 µs in Fig. 2B. A local vortex flow, akin to the clockwise global 
vortex in the melt pool, is generated in the small keyhole. It further 
pushes the rotation of melt flow clockwise along the keyhole bottom, 
leading to an apparent local rotation mechanism (see the flux flow in 2 
µs of Fig. 2C). 

3.2.2. Transition from local rotation to global expansion at the keyhole 
bottom 

The local rotation at the “J” toe of the keyhole is followed by an 
overall expansion of the keyhole bottom. Two contributing factors drive 
the transition. One is associated with an increase in energy absorbed by 
the keyhole bottom. When the protrusions along the front wall of the 
keyhole move down to merge with the keyhole bottom, the keyhole 
bottom receives more direct and reflected rays. The other is relevant to 
the dynamic flow and heat transport. The local rotation and the pro-
trusions with a velocity |u| exceeding 10m/s shown in Fig. 2C help to 
transport the high-temperature liquid to both the left tip and the bottom 
tip. In particular, the protrusion in the front wall always concentrates 
the laser energy [85], causing a high temperature and a large recoil 
pressure (Fig. 2D). The rapid downward movement of the 
high-temperature protrusion accelerates the temperature rise at the 
bottom tip and enhances its rotation, which further facilitates the 
transport of more high-temperature fluid through the keyhole bottom to 
the left tip. As a result of both processes, the global temperature of the 
keyhole bottom increases quickly to cause its overall expansion, 
generating a strong vortex in the surrounding melt pool with a velocity 
|u|〉5m/s. The bottom vortex further merges and strengthens the global 
vortex in the melt pool and shrinks the keyhole neck, leading to a 
“J”-like keyhole. 

3.3. Keyhole instability, necking and pore formation 

Elevated levels of porosity in produced parts invariably lead to poor 
elastic modulus, yield strength, tensile strength, and elongation at 
fracture [86–89]. Porosity under keyhole mode melting is a common 
defect in L-PBF [18,20], and has garnered significant attention [31,90, 
91] among various pore defects. Keyhole closure and surface tension are 
considered as dominant reasons for the formation of a keyhole pore [13, 
17,44]. To gain new insights into this issue, we numerically reproduce 
the generation of a keyhole, as observed in experiments [13]. 

3.3.1. Comparison between simulation and experimental results 
Fig. 3 (A and B) show a reasonable, consistent comparison of the 

experimental observations with numerical simulations on the pore 
generation process. Notably, there are discrepancies between the cur-
rent numerical simulations and the experimental observations [13] on 
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Fig. 4. The dynamics of keyhole pore collapse in the xz-plane. (A) Simulated microjet penetrating the keyhole pore. (B) Megahertz x-ray images showing the 
nonuniform collapse driven by a microjet [13]. (C and D) Comparison of the pore (C) and microjet (D) morphology contours between simulation (left) and 
experimental results (right) [13]. (E) Contours of temperature and velocity vector in the section at y = 200 µm. (F) Comparison of the equivalent pore diameter 
estimated from (C) between simulation and experimental results [13]. (G) Comparison of the speeds of Point Pc and Point Pjet between simulation and experimental 
results [13]. (H) Gas and vapor volume changes in the closed keyhole pore. (I) Megahertz x-ray images of keyhole pore collapse and elimination, captured from the 
supplementary movie S11 in the literature [13]. 
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the size and speed of the protrusion in the front keyhole wall, due 
probably to the selection of some of the physical parameters, such as the 
laser reflectivity and absorption coefficient. Nevertheless, based on both 
the latest simulation results [17] and the current simulation results, 
there are cases where the speed and size of the protrusion in the front 
wall are not significantly larger than those in the rear wall. It leads to a 
head-on collision of the protrusions of the two keyhole walls to enclose 
the keyhole and generate a keyhole pore. It is evident from Fig. 3C that 
the steady decrease of the keyhole neck is driven by the vortex flow in 
the melt pool behind the keyhole back wall. The pre-closing process is 
rather similar to the “J”-like keyhole-formation process in Fig. 2. 
Continuous developments of protrusions in both the rear and front 
keyhole walls further accelerate the necking process to form a keyhole 
pore. A larger protrusion can significantly shorten the depth of the 
newborn keyhole as compared to our simulation results, as shown in 
Fig. 3 (A and B). 

3.3.2. Effect of surface tension and recoil pressure on keyhole instability 
The keyhole instability occurs under the influence of both the 

necking of protrusions and the motion of the mini keyhole, as shown in 
Fig. 3B, while the lower portion of the keyhole remains largely stable 
under the vortex flow in the melt pool. The physical mechanism of 
keyhole instability can be better explained using the distribution of the 
recoil pressure and surface tension on the keyhole depression surface, as 
presented in Fig. 3D. Note that the Marangoni’s pressure is not presented 
since its maximum is only one-twentieth of that of the recoil’s pressure 
and one-fifth of the maximum equivalent pressure caused by the surface 
tension in both the mini keyhole and keyhole pore. As shown in Fig. 3D, 
at 0 µs, only limited recoil pressure is found acting on the keyhole bot-
tom while it is primarily stabilized by the surface tension with an 
equivalent pressure greater than 30 kPa. The recoil pressure, however, 
plays a dominant role in the mini keyhole and the newborn keyhole. Its 
maximum value reaches over four times larger than the equivalent 
pressure caused by the surface tension. After 0 µs, the two protrusions in 
the mini keyhole are driven by the recoil pressure to move downward 
continuously. Facilitated by the vortex in the melt pool, the left pro-
trusion in the rear wall moves obliquely downward with a velocity 
larger than 6 m/s and becomes closer to the front wall. Since the front 
keyhole wall is an inclined surface, the right protrusion in the front wall, 
driven by the recoil pressure, also moves obliquely downward to the left 
protrusion with a velocity larger than 8 m/s. The two protrusions collide 
and merge at 2.76 µs in the experiment and at 4 µs in our simulation 
results, as shown in Fig. 3 (A and C). At 3.2 µs, obvious surface tension 
with an equivalent pressure over 50 kPa appear on the top-right corner 
of the closed pore. It plays a role in minimizing the surface area [44] and 
stabilizing the generated keyhole pore. 

3.3.3. Keyhole morphology evolution in the yz-plane 
Fig. 3E further shows a side view of the keyhole morphology evo-

lution at the cross section cut through x = 450 µm. The protrusions in 
both lateral sides of the keyhole wall are driven by a high recoil pressure 
and move towards each other rapidly before they collide. There is a 
significant velocity reduction occurring from the protrusion to the 
adjacent melt pool boundary due to the large drag force from the mushy 
zone [17]. Therefore, only two protrusions move downwards obviously 
compared with other portions of the melt pool close to the melt pool 
boundary in this section and collide with each other. It is evident that 
the protrusions are asymmetric and move at different speeds. The right 
protrusion is farther away from the laser center and moves slower due to 
the less absorption of laser energy and hence smaller recoil pressure. 
However, the left protrusion is close to the laser center and travels at a 
higher speed to meet the slow right protrusion at a collision position to 
the right of the laser center. 

3.3.4. Keyhole neck evolution in the xy-plane 
We further use the evolving contour of the keyhole neck in the xy- 

plane in Fig. 3F to demonstrate that the slower protrusion indeed de-
termines the keyhole closure process. Py+ denotes the protrusion farther 
away from the laser center (the right protrusion in Fig. 3E), which has 
the lowest moving speed among the four. It serves as an anchor or 
converging point which remains largely stationary during the entire 
keyhole closure process while waiting for the other three protrusions to 
approach and merge with it. Note that such an asymmetrical closing 
process will help to produce an irregularly shaped, asymmetric keyhole 
pore and further affects the subsequent keyhole pore-splitting process. 

3.4. Keyhole pore collapse 

The collapse of keyhole pore with a high-speed microjet has been 
confirmed by high-speed x-ray imaging [13], as shown in Fig. 4B. Zhao 
et al. [13] found that the impact and merging of the keyhole walls at a 
horizontal speed of ~13 m/s create a high-speed microjet, and the vapor 
condensation may occur at the keyhole bottom as the image background 
becomes increasingly clear. Note that the proposed physical interpre-
tation has been based on 2D megahertz x-ray images. It remains inter-
esting to explore the inherent mechanisms governing the keyhole pore 
collapse and high-speed microjet [28]. 

3.4.1. Three arguments for the role of vapor condensation 
There are three significant aspects that vapor condensation may 

become a critical factor affecting the collapse of a keyhole pore. (1) A 
rapid volume reduction of the gas phase confined in the keyhole pore is 
frequently observed to occur during the keyhole pore-collapse process, 
as shown in Fig. 4I and supplementary movies S11 and S12 in the 
literature [13]. As is widely known, however, the argon gas and metallic 
vapor at a velocity smaller than one-third of the sound speed can be 
largely regarded as incompressible gas [92]. Indeed, experimental ob-
servations on the elimination of a keyhole pore, as shown in Fig. 4I 
suggest the inclusion of other significant factors, including vapor 
condensation, may provide a reasonable explanation of the phenome-
non. (2) A latest study [28] further employed a bubble model in 
consideration of the metal-vapor condensation to predict the equivalent 
pore size during the shrinkage and splitting processes of keyhole pore in 
SLM, yielding rather consistent predictions on the keyhole pore size with 
experimental observations. (3) The keyhole bottom, shadowed by the 
protrusions, stops absorbing the incident laser energy directly and hence 
experiences a quick temperature drop [93]. The temperature in this 
region keeps decreasing during the keyhole pore formation process due 
to the continuous growth and collision of protrusions, providing a 
driving force for vapor condensation in an enclosed keyhole pore. 

To identify the role played by vapor condensation in the collapse and 
splitting of a keyhole pore, a systematic numerical investigation is per-
formed in the following with rigorous comparison against experimental 
observations. Our high-fidelity multiphase, multi-physics computational 
framework [51] enables a rigorous consideration of vapor condensation, 
providing a pathway to explain its relevance to the underlying mecha-
nisms accounting for the various intricate phenomena. 

3.5. Key role of vapor condensation on keyhole pore collapse 

The simulated pore collapse process is compared with experimental 
observations in Fig. 4, showing a reasonable overall consistency. Fig. 4A 
shows the simulated microjet development and the impinging of the 
microjet on the opposite wall of the keyhole pore during the pore- 
collapse process, in comparison with the experiments in Fig. 4B. The 
microjet forms a concave surface of liquid metal over its occupied 
portion of the keyhole pore. The difference in material renders the 
microjet identifiable by high-speed x-ray imaging. Fig. 4C and D present 
a side-to-side comparison of the simulated morphologies of the keyhole 
pore and the microjet marked with the trajectories of the top-right edge 
of pore Pc and the microjet tip Pjet with experimental results, showing 
rather good agreements. Fig. 4F and G further show a consistent trend of 
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equivalent pore size and traveling speed of the two points, Pc and Pjet, 
during the collapsing process of the pore. There are discrepancies be-
tween the experimental and simulated results in terms of equivalent 
pore size and point speeds, especially at the beginning of vapor 
condensation. The discrepancies reflect a combined influence of a larger 
initial pore size and a simplified condensation model employed in this 
study. 

3.5.1. Speed evolution and trajectory of Pjet and Pc 
The vapor condensation in the closed keyhole pore causes a rapid 

reduction of pore size and gas volume, as shown in Fig. 4F and H. It 
further leads to a pressure drop inside the pore in accordance with the 
ideal gas equation of state, resulting in keyhole pore deformation and 
the occurrence of high-speed microjet. Fig. 4E shows that the speed of 
the microjet tip increases instantaneously when the condensation in the 
keyhole pore begins after 4.0 µs. Significant speed difference at the 
microjet inception portion of the keyhole pore can be observed in 
Fig. 4E. The maximum velocity occurs in the region near the bottom tip 
of the newborn keyhole. Specifically, the speed of the microjet tip Pjet 

increases fourfold from 10.8 m/s to 45.3 m/s in 0.4 µs, and the accel-
eration reaches 86 m/s2, as shown in Fig. 4G. However, the speed in-
crease of Point Pc in the section at y = 220 µm is only half of that of Point 
Pjet. The large speed difference between the two points explains their 
different trajectories, as shown in Fig. 4 (C and D). The trajectory of 
Point Pjet is a straight line before the impinging on a pore boundary 
which takes only 1.4 µs due to high speed. In contrast, the trajectory of 
Point Pc is a curve due to its relatively low speed, taking over 3.2 µs 
before the pore splitting. 

3.5.2. Speed difference between Pjet and Pc 
The pressure drop caused by the vapor condensation in the keyhole 

pore further amplifies the speed difference between the two points (Pc 
and Pjet), rising from 6.9 m/s to 23.4 m/s. This leads to a more 
nonuniform velocity distribution around the keyhole pore. Such a highly 
nonuniform velocity field is precisely the cause for the microjet, espe-
cially around the newborn keyhole tip possessing high speed and ac-
celeration. The speed and acceleration can reach 45.3 m/s and 86 m/s2, 
respectively, when the condensation begins. The speed difference 

Fig. 5. The dynamics of keyhole pore collapse in the yz-plane and around the keyhole pore. (A) Pressure contour of the keyhole pore and surrounding fluids in the 
section at x = 450 µm. The area within the black line represents the keyhole pore. (B) Velocity vector contour in the section at x = 450 µm. (C and D) Pore 
morphology contour in the section at x = 450 µm (c) and x = 400 µm (D). (E) Velocity, recoil pressure, surface tension, and Marangoni’s pressure at the newborn 
keyhole tip. (F) Schematic of five typical velocities at the front, top, side, bottom and back of the keyhole pore at 4.8 µs. (G) Variations of the five typical velocities 
indicative in (F) from 4 µs to 8 µs. Notes: the section at x = 450 µm passes through the newborn keyhole tip at 4.4 µs. The section at x = 400 µm passes through the 
center of Pore P2 at 8.4 µs. 
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further decreases from 23.4 m/s to 14.9 m/s due to three combined 
reasons: (1) the increasing surface tension with sharper microjet tip, (2) 
the slower condensation due to the shrunken surface area of the gas- 
liquid interface (Fig. 4H), and (3) the collision of the microjet with the 
bottom wall of the keyhole pore. 

3.6. Microjet, newborn keyhole, pore deformation and thermo- 
mechanical forces 

Our high-fidelity three-dimensional numerical simulations also offer 
unprecedented details that help us uncover new findings to advance our 
understanding of keyhole pore collapse. Presented in Fig. 5 are results on 
the dynamics of keyhole pore collapse along the yz-plane against the 
laser moving direction, extracted from our numerical simulations. It is 
challenging to obtain these results through other means, such as high- 

speed x-ray imaging or other techniques. 

3.6.1. Velocity distribution and trajectory of microjet 
Immediately after the original “J”-like keyhole closure and the 

condensation in the keyhole pore, the junction connecting the upper 
newborn keyhole and the keyhole pore undergoes a swift change of flow 
velocity, which contributes importantly to the generation of microjet. 
Specifically, as shown in Fig. 5 (A and B), a dramatic increase in pressure 
and flow velocity is found in this junction region, with a higher increase 
in the subregion closer to the newborn tip (see also a relevant descrip-
tion in Fig. 4G). At 4.8 µs, the pressure in the shrunken pore is 
approximately 15 times the pressure in the shrunken pore at 4.0 µs, prior 
to the onset of vapor condensation. The non-uniform liquid flow pushes 
the deformation of the keyhole pore transiting from a convex surface to a 
concave surface observed from the yz-plane, similar to the morphology 

Fig. 6. The splitting dynamics of keyhole pore. (A) Megahertz x-ray images of keyhole pore splitting and motion [13]. (B) Simulated keyhole pore splitting process in 
consideration of vapor condensation in the keyhole pore. (C) Temperature contour and velocity vector contour of the section at y = 200 µm. (D) Velocity vector 
contour in the section at x = 400 µm from 5.6 µs to 12.0 µs. 
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change in Fig. 4 (A to D). Consequently, a second microjet emerges and 
grows in the pore center. It impinges onto the bottom keyhole wall and 
splits the keyhole pore into two along the laser-moving direction (see 6.0 
µs in Fig. 5C and 8.8 µs in Fig. 5D). 

3.6.2. Newborn keyhole tip evolutions 
The thermal and mechanical forces acting on the newborn keyhole 

tip, including the recoil pressure, surface tension, and Marangoni’s 
pressure, are further quantified to examine their relative roles played 
during the above process. The results are presented in Fig. 5E. Notably, 
the Marangoni’s pressure remains smaller than 10 kPa, as such its effect 
on the newborn keyhole tip is negligibly small. The variations of the 
recoil pressure and surface tension from 4.0 µs on only show a weak 
correlation with the velocity of the keyhole tip. Specifically, the rapid 
acceleration of the keyhole tip accompanied by concurrent keyhole 
depression leads to a dramatic reduction in the recoil pressure beginning 
from 4.0 µs. This indicates that the keyhole depression has a prohibiting 
effect on the keyhole pore collapse, as it helps to enlarge the surface area 
of the keyhole tip, resulting in a decreased temperature from 4.0 µs to 
4.8 µs due to the energy conservation. Meanwhile, continuous laser 
absorption facilitates the regaining of temperature for the increased 
surface area from 4.8 µs onwards and hence causes the rebounding of the 
recoil pressure. The surface tension is mainly dominated by the curva-
ture of the keyhole tip. The keyhole tip becomes sharper from 4.0 µs to 
5.6 µs due to rapid keyhole depression, resulting in a steadily increasing 
surface tension during this stage. However, after 5.6 µs, the strengthened 
recoil pressure causes a significant expansion of the keyhole tip and a 
decrease in its curvature, which accounts for the decreasing in surface 
tension. 

3.6.3. Thermo-mechanical forces 
Indeed, the overall collapsing process of the keyhole pore is closely 

correlated with the evolution and relative dominance of the thermos- 
mechanical forces acting on the newborn keyhole tip according to the 
following three stages. (1) The pressure drop caused by vapor conden-
sation in the keyhole pore first leads to the rapid depression of the 
newborn keyhole tip and the keyhole pore collapse, causing further 
drawdown of the recoil pressure and increase of the surface tension 
acting on the keyhole tip (e.g., before 5.6 µs). (2) A chain of multiple 
interconnected physical processes, including the rise of surface tension 
and the drop of the recoil pressure at the keyhole tip, as well as a 
decelerated condensation rate in the keyhole pore, hinders the collapse 
of the keyhole pore and reduces the speed of the keyhole tip and the 
microjet. (3) After the microjet impinges on the bottom wall of the 
keyhole pore at 6.0 µs, the recoil pressure and the surface tension 
gradually return to the values when the pore collapse begins due to the 
slower keyhole depression. The gradual return of the recoil pressure and 
surface tension further helps to accelerate the keyhole pore-collapse 
process. Nevertheless, the recoil pressure remains small, with a magni-
tude at 6.8 µs being only half of that at 4.0 µs, and plays a less role in this 
stage. 

3.6.4. Deformation of keyhole pore 
In addition to the microjet on the top-right edge of the keyhole pore, 

the liquid flow surrounding the keyhole pore can also affect its defor-
mation during the collapse process. For example, the top-right edge 
suffers a high-speed microjet, while the bottom of the keyhole pore re-
mains largely unperturbed before the impinging of the microjet on the 
pore bottom. Fig. 3D and Fig. 4 have shown that the pore deformation is 
only affected by the surface tension and the pressure drop caused by the 
vapor condensation, with the pressure drop being the dominant factor. 
Fig. 5G further presents a comparison of the changes of five typical 
velocities at the front, top, side, bottom, and back of the keyhole pore, as 
illustrated in Fig. 5F. 

3.6.5. Flow dynamics surrounding keyhole pore 
Five time instances are chosen in presenting Fig. 5G. (1) t0 refers to 

the instance when the keyhole pore is going to close. At this time, the 
front speed of the pore is around 10 m/s, driven by the recoil pressure 
shown in Fig. 5E. The speed at the top, side, bottom, and back of the pore 
is smaller than 3 m/s, without an apparent effect of the recoil pressure. 
(2) At t1, the speed at the front, top, and back of the keyhole pore in-
creases rapidly due to the vapor condensation in the closed keyhole 
pore. The speeds at the front and back are only one-fourth or less of that 
at the front because of the low initial velocity at the top and back, as 
explained in Fig. 5G. The bottom and side speeds remain stable due to 
the large drag force from the mushy zone [17]. (3) At t2, the microjet is 
going to collide with the bottom wall of the keyhole pore, leading to a 
dramatic reduction in the front speed from t1 to t2. The great front speed 
further accelerates the top speed and back speed from t1 to t2 through 
the viscous drag force [94], as shown in Fig. 4E. (4) At t3, the conden-
sation rate is only one-third of its value at t1 and half of that at t2 due to 
the collapsed keyhole pore and decreased contact surface area. The 
gradually decreasing condensation rate leads to the reduction in the 
speeds at the front, top, and back of the keyhole pore from t2 to t3. In 
contrast, the bottom speed and side speed rise slowly from t2 to t3 due to 
viscous drag forces by the relatively high front speed. The shrinking 
keyhole pore further strengthens the connection among the front, bot-
tom, and side of the keyhole pore, enhancing the effect of high front 
speed on the bottom and side. (5) At t4, the collapsed keyhole pore be-
gins to split through its center in the yz-plane, as shown in Fig. 5 (B to D). 
The five study points become closer with the shrinking of keyhole pore, 
and the differences between the front speed, top speed, side speed, and 
bottom speed reduce rapidly from t3 to t4. Note that, the bottom speed is 
close to 0 m/s as its direction is opposite to that of the front speed. 

3.7. Splitting of keyhole pore 

Fig. 6A shows an experimental observation of the splitting process of 
a keyhole pore [13], where the formation mechanism is attributed to the 
impinging of a high-speed microjet on the opposite wall of the pore. To 
further validate the proposed numerical model and examine how vapor 
condensation dictates the splitting of a keyhole pore, we present in Fig. 6 
(B to D) the simulated keyhole pore splitting and the corresponding 
velocity field. Fig. 6B (7.2 µs and 8.4 µs) shows that two splitting pro-
cesses, driven by two high-speed microjets with different directions, 
generate three pores (P1 to P3). 

3.7.1. First splitting 
The first splitting caused by the first microjet (Fig. 4C and E) occurs 

in the region close to the keyhole bottom. It separates the initial keyhole 
pore into two child pores P0 and P3. The shape of P3 at 7.2 µs resembles a 
spike (see Fig. 6D, time 7.2 µs) since it derives from a narrow gap be-
tween the microjet and the keyhole pore, as shown in Fig. 4D and 
Fig. 5C. Pore P3 gradually becomes more spherical from 7.2 µs to 12 µs 
due to surface tension. The merging of Pore P3 with other small pores 
results in its volume expansion and an increase in the equivalent pore 
size. (around 5.8 µm from 7.2 µs to 11.2 µs), as shown in Fig. 4F. 
However, this phenomenon was not observed in the experiment [13] 
since the bottom walls of the microjet and keyhole pore are overlapped 
entirely, as shown in Fig. 4D. It appears that a larger initial keyhole pore 
expands the pore gap caused by the collision of the microjet and keyhole 
pore, increasing the potential for the pore formation. 

3.7.2. Second splitting 
The second splitting occurs approximately at the center of Pore P0 in 

the yz-plane as a result of the second microjet in the z-direction, as 
shown in Fig. 5D and Fig. 6D (7.2 µs). The maximum speed of this second 
microjet is only one-third of that of the first one, leading to a longer 
duration (from 4.8 µs to 8.0 µs) to form the concave surface in Pore P0, as 
presented in Fig. 5D. The impinging of the second microjet on the 
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bottom wall of Pore P0 at 8.4 µs further generates two split pores 
(Fig. 4 F), P1 and P2. Note that, asymmetric pore splitting may lead to 
two pores with significantly different sizes, such as the two pores P1 and 
P2 observed in the experiment (Fig. 6A). The equivalent pore sizes of P1 
and P2 obtained from 2D information (Fig. 4C) in experimental obser-
vations and simulation results both fluctuate after the pore splitting. 
This fluctuation is induced by multiple factors, such as surface tension, 
pore shape, continuing vapor condensation, and acoustic waves [95,96]. 
Further improvements in the evaporation model and condensation 

model may help to quantitatively capture the evolutions of pore size and 
relevant mechanisms. The first microjet also plays an important role in 
the second splitting process. First, with the decreasing volume of Pore 
P0, the first microjet helps to increase the speed of the second microjet 
through the viscous drag force (see Fig. 5G). Second, the high front 
speed derived from the first microjet, in conjunction with the top and 
back speeds as shown in Fig. 5 (F and G), further compresses the center 
of pore P0 in causing the second splitting. 

Fig. 7. Rebound and drilling dynamics of the newborn keyhole. (A and B) Rebound of the newborn keyhole by our simulation (A) and observed from experimental 
results (B) [13]. (C) Simulation results with the melt pool, keyhole and three pores at 18.4 µs. (D and E) Drilling of the newborn keyhole and pore motion in 
simulation results (D) and experimental results (E) [13]. (F) Comparison of the newborn keyhole depth between the simulation results and experimental results [13], 
and the recoil pressure and surface tension at the newborn keyhole tip. (G) Section profile of the keyhole with the temperature contour at y = 200 µm. (H) Schematic 
of the liquid flow in the melt pool based on Fig. 6C. 
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3.7.3. Conditions for the first microjet formation 
From our numerical results, we summarize that the formation of 

microjet at a point P on the liquid-gas interphase may need to satisfy 
three requirements. (1) Both the velocity and velocity gradient at point P 
are significantly larger than in other locations at the liquid-gas inter-
phase, e.g., a maximum velocity and gradient at 45.3 m/s and 1.39×

106 s− 1 for the first microjet (Fig. 4E and Figs. 5B), and 10.2 m/s and 
1.75× 105 s− 1 for the second microjet (Fig. 6D); (2) The width and 
length of the region with a significant velocity gradient should be 
smaller than that of the keyhole pore; (3) The initial velocity direction at 
the point P aligns approximately perpendicular to the liquid-gas inter-
phase. Due to the Gaussian distributed laser energy, the velocity peak 

Fig. 8. Simulation of the keyhole pore with different condensation rates. (A and B) Simulated keyhole pore evolutions with 0.4 (A) and 0.5 (B) times of the standard 
condensation rate. (C) Comparison of speeds at the front of the keyhole pore (ufront) shown in Fig. 5E and the keyhole tip (uktip), and the corresponding speed 
difference (ufront − uktip) at 4.4 µs and 7.6 µs with different condensation rates. (D and E) Contours of the pore (D) and microjet (E) morphologies with a half of the 
standard condensation ratio. (F) Velocity vector contour in the section at x = 395 µm, with a half of the standard condensation ratio. The section at x = 395 µm 
passes through pore P4 generated at 11.2 µs. 
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occurs near the central section of the melt pool along the laser moving 
direction. A microjet that matches three requirements would first exist 
in the region between the keyhole pore and keyhole bottom due to the 
recoil pressure acting on the keyhole bottom and the vapor condensation 
in the keyhole pore, as shown in Fig. 4E and Fig. 5B. 

3.7.4. Conditions for the second microjet formation 
Another microjet (Fig. 6D) occurs at the keyhole pore top after the 

collision of the first microjet and keyhole pore bottom for two reasons. 
(1) Though the velocity at the keyhole pore front or bottom is larger than 
at the keyhole pore top (Fig. 5G), the velocity direction does not satisfy 
the third requirement. (2) The liquid at the keyhole pore top is driven by 
a more significant viscous drag force induced by the first microjet than 
the back of the keyhole pore. Since the second microjet splits pore P0 
into two tiny pores from the central section of the melt pool and only 
limited vapor condensation occurs in the two tiny pores, there are no 
more microjets that satisfy all three requirements. 

3.8. Keyhole rebound and drilling 

A new keyhole can be generated after the collision of keyhole walls 
and the keyhole pore closure. Presented in Fig. 7 is an example from our 
simulation of the keyhole-reshaping process and the corresponding 
recoil pressure and surface tension at the keyhole tip. The instability of 
the newborn keyhole is caused by multiple physical mechanisms, 
including the keyhole protrusions, multiple laser reflections, and sur-
rounding liquid flow. 

3.8.1. Comparison with experimental observations 
Zhao [13] argued that the keyhole rebound is caused by the pro-

trusion structure at the keyhole bottom, the acoustic wave induced by 
the pore rebound and the surface tension effect, and the focus of the laser 
intensity causes the keyhole drilling through multiple reflections. The 
protrusion structure indeed causes the reduction of the recoil pressure 
applied to the keyhole tip since it decreases the absorption of reflected 
rays by the keyhole bottom tip. Our simulation results shown in Fig. 7 (F 
and G), from 8.0 µs to 9.6 µs and 15.2 µs to 19.2 µs, confirm the same 
trend of the recoil pressure. The increase of recoil pressure from 9.6 µs to 
11.6 µs also confirms the speculated mechanism of the keyhole drilling. 
A diverging argument from our numerical simulation is the role played 
by the acoustic wave induced by the pore rebound. The pore rebound 
can indeed be a result of the pore reshaping caused by the liquid flow 
and surface tension and the merging of surrounding tiny pores, such as 
the pores P1 and P3 shown in Fig. 7 (A and D). However, our simulation 
results (Fig. 7) indicate that the rapidly decreased recoil pressure and 
increased surface tension, in conjunction with the adjusted liquid vortex 
in the melt pool, play a key role in affecting the keyhole reshaping and 
hence keyhole drilling. 

3.8.2. Keyhole fluctuations 
Three stages can be identified based on the depth change of the 

newborn keyhole (Fig. 7F) to explain the instability at the keyhole tip 
and the corresponding physical mechanisms. 

From 4.0 µs to 6.4 µs, dramatic drilling occurs due to the pressure 
drop induced by the vapor condensation in the keyhole pore. This sud-
den increase of the keyhole depth causes a decrease in the surface 
temperature and hence curvature radius of the keyhole tip. This further 
induces a rapid reduction of the recoil pressure and an increase of the 
surface tension, as explained in Fig. 5E. 

From 6.4 µs to 10.8 µs. There are two contributing factors to the 
keyhole rebound. First, the velocity drop of the microjet or the front 
speed of the keyhole pore in Region II (Fig. 7H) weakens the vortex 
strength, leading to a velocity change in Region I from the z-direction to 
a direction inclined to the z-direction. The fluid with an inclined velocity 
in Region I (Fig. 7H, 8.4 µs) fills the keyhole bottom, causing the keyhole 
rebound. Second, the small recoil pressure at 6.4 µs cannot sufficiently 

resist the keyhole rebound, and the equivalent pressure induced by the 
surface tension is at a comparable magnitude with the recoil pressure at 
6.4 µs. This leads to the acceleration of the keyhole rebound until the 
recoil pressure gradually gains strength due to the continuing laser en-
ergy input. 

From 10.8 µs to 18.8 µs, the fluid in Region I gradually flows along 
the x-direction, causing the formation of a needle-like keyhole bottom. 
The combination of the concentrated laser energy in the needle-like 
keyhole bottom and the strengthened recoil pressure at the end of the 
second stage leads to rapid keyhole drilling. 

3.8.3. Relevant conclusions 
Three conclusive observations can be drawn from Fig. 7F. (1) The 

drilling caused by the pressure drop in the keyhole pore due to vapor 
condensation can reach 3.6 times faster than that caused by the recoil 
pressure and the concentrated laser energy in the keyhole. (2) The 
evolution of the recoil pressure is almost negatively correlated with to 
that of the surface tension. For example, the protrusion structure induces 
a decreased recoil pressure by affecting the reflected rays absorbed by 
the keyhole bottom and meanwhile leads to the generation of a sharper 
keyhole tip with a larger surface tension, as shown in Fig. 7G. (3) The 
vortex induced by the vapor condensation enhances the keyhole insta-
bility by causing keyhole drilling and rebound, and the formation of 
needle-like keyhole bottom. The protrusion structure also causes a 
higher keyhole instability by generating a sharp keyhole tip and 
changing the direction of reflected rays, which can further compound 
the vortex’s effect, as shown in Fig. 7F (6.4 µs to 10.8 µs). 

3.9. Condensation rate 

As has been emphasized, the vapor condensation in the keyhole pore 
plays a crucial role in the pore-collapse process (Fig. 4 and Fig. 5), pore 
splitting (Fig. 6), and the keyhole fluctuations (Fig. 7). According to Eq. 
(6), the condensation rate varies with the material type and the tem-
perature field dominated by the input laser energy. In this section, ten 
comparison cases (Fig. 8) with a condensation rate ranging from 0 to 0.9 
times the standard condensation rate are further considered to study the 
effect of the condensation rate on the keyhole pore deformation and 
motion. The standard condensation rate is calculated by Eq. (6) in the 
“Multi-way phase transitions” section. The product of the condensation 
rate and the condensation duration remains constant. The numerical 
settings are identical with preceding sections, except for the condensa-
tion rate and duration. 

3.9.1. Three types of keyhole pore deformation and motion 
It is evident from Fig. 8 that the pressure drop rate in the closed 

keyhole pore is reduced with a decreasing condensation rate. It leads to 
an approximately linear decline in both the initial pore-collapse speed 
and the difference between the pore-collapse speed and the keyhole 
drilling speed at 4.4 µs (Fig. 8C). The decreasing initial pore-collapse 
speed further leads to three distinct types of keyhole pore deformation 
and motion, including the “splitting and leaving” (Type I, Fig. 6), 
“shrinkage and leaving” (Type II, Fig. 8B), and “shrinkage and capture” 
(Type III, Fig. 8A). Fig. 8C further shows the corresponding region of the 
condensation rate that Types I to III belong to. There are two significant 
aspects to explain the formation of three types of keyhole pore defor-
mation and motion. 

First, rather different physical phenomena can be observed in Types 
II and III. (1) The reducing pore-collapse speed caused by the decreasing 
condensation rate leads to a weaker microjet (Fig. 8C). The weak 
microjet shown in Fig. 8 (A, B, and E) disappears entirely before it 
possibly impinges on the bottom wall of the keyhole pore, which means 
that the first splitting, as observed in Fig. 6, does not occur. (2) The 
trajectory of Point Pjet shows as a curve (Fig. 8D) in this case rather than 
a straight line (Fig. 4D) as in the normal condensation rate case. The 
curvature of the trajectory of Point Pc also decreases, representing a 
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stable collapse process. (3) A second microjet cannot be observed in 
Fig. 8F. The liquid flow at the top of the keyhole pore squashes the 
keyhole pore instead of forming a second microjet inside the pore to 
cause the pore splitting. 

Second, the speed difference (ufront − uktip) at 7.6 µs in Fig. 8C in-
dicates rather different keyhole pore motions. In Type III, the speed 
difference is negative or close to zero, which means that the keyhole 
drilling speed is larger than or similar to the keyhole shrinkage speed. 
With continuous laser illumination, the keyhole tip driven by the 
increasing recoil pressure further captures the shrinking keyhole pore, as 
shown in Fig. 8A. In Types I and II, the pore-collapse or pore-shrink 
speed is faster than that of the keyhole drilling, increasing the diffi-
culty to capture the keyhole pore. Moreover, the higher speed at the 
keyhole tip induced by the stronger vapor condensation in the keyhole 
pore may result in a rapid reduction in the temperature and recoil 
pressure at the keyhole tip, as shown in Fig. 5B. Therefore, the keyhole 
pore in Types I and II moves away from the keyhole. The mechanisms of 
further pore motion in Types I and II will be discussed in the next 
section. 

3.9.2. Relevant conclusions 
Therefore, the vapor condensation in the keyhole pore does domi-

nate its collapse, splitting, and motion process, including the generation 
of two microjets and the velocity field of the surrounding liquid and the 
keyhole tip. A decreasing condensation rate helps to improve the sta-
bility of the keyhole and keyhole pore by forming a more uniform ve-
locity distribution with a lower peak speed around the pore. This effect is 
particularly significant in the region between the pore and keyhole 
bottom. Our simulation results show that controlling the vapor 

condensation appears to be a feasible strategy to possibly reduce the 
porosity in L-PBF. It is recommended to adopt a condensation rate in 
Type III (Fig. 8C) to eliminate the pore induced by the “J”-like keyhole. 

3.9.3. Practical optimization strategy 
Although a few approaches, such as surface coating and ion im-

plantation, have been proposed to affect the condensation rate of vapor 
at metallic surfaces [97,98], it remains a challenge to adopt these 
methods or develop new ones to accurately control the condensation 
rate during the L-PBF process. A feasible method currently employed 
involves the use of a high-speed shielding gas flow (e.g., 4 m/s [99]) to 
remove the vapor plume [100–103], which decreases the vapor content 
in the keyhole and reduces vapor condensation in the keyhole pore. 
Studies have shown that the shielding gas flow can lead to a more stable 
melt pool [104,105] and significantly reduce the porosity of produced 
parts [99, 106–109]. In conjunction with the shielding gas flow, adap-
tive laser power can be used to diminish evaporation in the keyhole by 
reducing the laser power before keyhole pore formation. Recently, two 
adaptive laser power strategies [36,45] have been proposed to address 
porosity caused by the deep keyhole at the starting turning points of the 
laser scanning path. However, unlike these two specific points of the 
scanning path, accurate prediction of keyhole pore formation is essential 
for the application of adaptive laser power during a complete scanning 
path. The adaptive laser power strategy and the prediction strategy of 
the keyhole pore formation will be subject to further study in the future. 

3.10. Keyhole pore motion 

The two pores P1 and P2 observed in the experiment [13] (Fig. 6A) 

Fig. 9. Comparison of the pore motion between simulation results with two different condensation rates. (A) The moving distance of four pores in the x-z plane. The 
pore position at 16.0 µs is selected as the reference position for the case with a standard condensation ratio, and the pore position at 14.0 µs is selected as the 
reference position for the case with a half condensation ratio. A positive dz means that the pore moves upward, and a positive dx means that the pore moves to the 
keyhole. The distance in the y-direction dy is ignored here due to its relatively small value compared with dx and dz. (B) Contours of velocity vector of the two cross 
sections at y = 170 µm and y = 200 µm at 16.0 µs. (C) Velocity vector contour of the section at y = 200 µm at 14.0 µs, 22.0 µs and 32.0 µs. 

T. Yu and J. Zhao                                                                                                                                                                                                                              



Additive Manufacturing 72 (2023) 103642

17

underwent different motions in the melt pool. The larger Pore P1 was 
directly pushed away from the keyhole bottom, while the smaller Pore 
P2 above Pore P1 fluctuated around the keyhole bottom. It was specu-
lated [13] that the needle-like keyhole bottom may emit a strong 
acoustic wave and cause a liquid jet [94], driving Pore P1 to migrate 
away, with facilitation by the thermocapillary force [110] and the 
viscous drag force [94]. However, the kinetic energy from the acoustic 
wave might not be sufficient to push Pore P2, which is further controlled 
by the competition between the thermocapillary and viscous drag forces. 
Rather, phase explosion was supposed [13] to contribute to its observed 
motion. The experimental study also attempted to connect the pore 
motion with other physical phenomena, such as the keyhole rebound 
and drilling. It is instructive to revisit the mechanism of pore motion 
based on our numerical results. To examine how the melt flow dictates 
the pore motion, we present in Fig. 9 the contours of the velocity vector 
and the moving distance of the four pores in the two simulation cases 

with different condensation ratios. The following study shows that the 
pore motion is highly dependent on the initial pore position and is 
closely related to the keyhole fluctuations. 

3.10.1. Different pore motions 
Fig. 9A shows that three pores P1, P2, and P3, generated in the case 

with a standard condensation rate, show a similar trend of motion, 
continuously moving away along the melt pool boundary. Due to the 
approximately symmetric pore splitting induced by the second microjet 
shown in Fig. 5C and Fig. 6D, P1, P2, and P3 are formed near the side of 
the melt pool along the y-direction, e.g., the section at 170 µm. In 
contrast, Pore P4, generated in the case with a half condensation rate, is 
formed in the center of the melt pool and undergoes a complicated 
motion featured by three stages: (1) It moves closer to the keyhole before 
going downwards from 14 µs to 18 µs; (2) It then moves away from the 
keyhole and keeps moving downward from 18 µs to 24 µs; (3) It moves 

Fig. A.1. . Benchmark case I: single-phase Marangoni driven flows. (A) Isotherms of cases 1 (left), 2 (middle), and 3 (right). (B) Streamlines of cases 1 (left), 2 
(middle), and 3 (right). (C) Comparison of local Nusselt number distributions at the hot (left) and cold (right) walls [74,111]. Details of three cases, such as the model 
setup, can be found in the literature [74]. 
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upwards and continues to leave the keyhole from 24 µs to 40 µs. 

3.10.2. Effect of initial pore position 
Fig. 9B shows that the liquid vortex in the melt pool varies in 

different cross sections, which may be a primary reason accounting for 
the observed difference in the pore motion. For example, Fig. 9B com-
pares the velocity vector contours of two cross sections in the xz-plane at 
16 µs. The first section at y = 170 µm is close to the sideway of the melt 
pool, and the second section at y = 200 µm is the central section of the 
melt pool. The velocity of the region highlighted by the yellow dotted 
block in the first section is stable and uniform, continuously driving 
pores P1 and P3 along the negative x-direction. However, in the second 

cross section, the velocity direction and magnitude vary significantly 
with the position in the highlighted region. The velocity direction 
changes from the negative z-direction to the negative x-direction, and 
the liquid at the bottom has the largest velocity. Similarly, the intricate 
velocity distribution in the central section causes the complicated mo-
tion of pore P4 (Fig. 9C). First, the liquid above pore P4 with a velocity 
inclined to the keyhole tip drags pore P4 to the keyhole tip. The bottom 
liquid with the high speed dominates the motion of Pore P4 and carries 
P4 away to move from the keyhole. Third, Pore P4 moves within the 
vortex along the melt pool boundary. 

3.10.3. Effect of keyhole fluctuations 
Fig. 9C further shows that the vortex in the melt pool is also affected 

by the keyhole fluctuations, such as the keyhole rebound and drilling. 
Note that, there is no vapor condensation during the pore-motion pro-
cess (after 14 µs). The recoil pressure acting on the keyhole bottom is the 
original driving force for the liquid vortex that generates high-speed 
liquid flow in the keyhole bottom. While the surface tension helps to 
resist the keyhole drilling, the protrusions in the front keyhole wall act 
to decrease the laser absorption in the keyhole bottom. They work 
together to cause a slowing down of the fluid flow in the keyhole bottom. 
The evolutions of the recoil pressure and surface tension in conjunction 
with keyhole morphological changes, e.g., the needle-like keyhole and 
protrusions, cause the keyhole rebound and drilling. A typical example 
can be found in Fig. 7F. The keyhole rebound at 32 µs shown in Fig. 9C 
drives Pore P4 to migrate away since it generates a wide liquid flow 
region with a relatively uniform velocity field in the melt pool bottom, 
similar to the section at y = 170 µm shown in Fig. 9B. In contrast, the 
rapid keyhole drilling at 14 µs shown in Fig. 9C dramatically causes the 
velocity increase in a narrow region in the melt pool bottom. Though the 
maximum velocity in the melt pool bottom at 14 µs is around twice the 
magnitude of that at 32 µs, it only affects the bottom tip of pore P4 and 
finally leads to pore fluctuation. 

4. Conclusions 

We employ a highly-fidelity computational approach recently 
developed [50] to examine the instability mechanisms of a moving 
keyhole and keyhole pore observed in metal additive manufacturing. 
The numerical tool fully considers critical interdependent physics of 
heat transfers, multi-way phase transitions, and thermo-mechanical 
dynamics during a typical laser melting process. It helps to offer 3D, 
high-resolution simulations of the laser melting process and overcome 
the constraint of experimental testing means, such as high-speed X-ray 

Fig. A.2. . Benchmark case II: two-phase Marangoni driven flows with contours of velocity vector and temperature field at steady state. The introduction and model 
setup of this case can be found in the literature [74]. 

Fig. A.3. . Benchmark case III: free surface Marangoni-driven flows with phase 
change. (A) Contours of fluid velocity vector and fluid temperature field at 
steady state. (B) Comparison of the shape of liquid-solid interface at steady state 
[74,115]. The introduction and model setup of this case can be found in the 
literature [74]. 
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imaging that provide, which can only provide two-dimensional mor-
phologies of the keyhole and melt pool. The numerical tool faithfully 
reproduces various aspects of keyhole instability, including its rotation, 
drilling, rebound, and pore formation, as well as keyhole pore insta-
bility, including collapse, splitting, and motion, which have been 
observed in in-situ experiments. The simulation results are rigorously 
analyzed to establish connections between these instability patterns and 
multiple new interconnected physical mechanisms that have not been 
discussed before. Specifically, the following conclusions can be drawn 
from this numerical study. 

Protrusions in the keyhole wall serve to enhance keyhole fluctuations 
by accelerating the keyhole neck closure, altering the direction of the 
reflected rays from the front keyhole wall, causing changes in the bot-
tom morphology of the keyhole, and helping the transportation of high- 
temperature liquids to the keyhole bottom. 

Vapor condensation can play a major role in causing two microjets 
that induce the collapse and splitting of keyhole pore and rapid keyhole 
drilling. Our numerical simulations show the first microjet splits the 
keyhole pore along the keyhole drilling direction, and the second 
microjet splits the keyhole pore from the pore center in an approxi-
mately downward direction. The occurrence of microjet requires a 
significantly high velocity gradient and a velocity direction aligning 
perpendicular to the pore surface. 

A lower condensation rate helps to weaken the microjet strength to 
avoid the pore splitting by leading to a more uniform velocity distri-
bution around the keyhole pore. Three types of keyhole pore deforma-
tion and motion are identified with a decreasing condensation rate. Pore 
splitting only occurs in a “splitting and leaving” type, whereas the 
keyhole pore in a “shrinkage and capture” type will be captured by the 
keyhole. Adopting the condensation rate in the “shrinkage and capture” 

type is recommended to possibly eliminate the keyhole pore in practical 
laser melting. 

Five interconnected factors, including the vapor condensation, liquid 
vortex, recoil pressure, surface tension, and keyhole morphology, 
collectively dictate the keyhole fluctuations. The vapor condensation 
and recoil pressure play a role strengthening the keyhole drilling and 
liquid vortex, whereas the surface tension shows an opposite effect. The 
liquid vortex dominates the dynamics of the keyhole rear wall. For the 
keyhole morphology, a sharp keyhole tip is caused by the keyhole 
drilling, such as the needle-like keyhole tip. It helps to enhance both the 

Fig. A.4. . Benchmark case IV: keyhole evolutions with a stationary laser beam. (A) Central cross-section profile of the simulated keyhole in terms of temperature 
contour. (B) Comparison of the keyhole depth between simulation and experimental results [18]. The laser diameter is 140 µm and the laser power is 364 W. The 
model setup has been introduced in Section 3.1. 

Table A.1 
Benchmark case II: comparison of free surface heights (dimensionless) at left and 
right walls.  

Authors Dimensionless free surface 
heights 

Left wall Right wall 

Sasmal and Hochstein (1994)[112], simulation  0.174  0.224 
Francois et al. (2006)[113], simulation  0.187  0.209 
Saldi (2012)[74], simulation  0.187  0.208 
Present, simulation  0.1884  0.2122 
Sen and Davis (1982)[114], analytical  0.188  0.213  

Table A.2 
Physical parameters of Ti-6Al-4 V [17,50] and ambient gas [17,50] adopted for 
the simulations.  

Parameter Value and units Parameter Value and units 

Room 
temperature 

T0 = 300K Solidus temperature Ts = 1878K 

Liquidus 
temperature 

Tl = 1923K Boiling temperature TLV = 3133K 

Molar mass M =

446.07g/mol 
Convective heat 
transfer coefficient 

h = 19kg • s3K 

Viscosity of liquid 
Ti-6Al-4 V alloy 

μl = 0.005Pa⋅s Viscosity of solid Ti- 
6Al-4 V alloy 

μl = 1.13Pa⋅s 

Latent heat of 
fusion 

Lf = 2.88×

105 m2/s2 
Permeability 
coefficient 

Kc = 5.56×

106 kg/(m3s)
Latent heat of 

evaporation 
LV = 9.7×

106m2/s2 
Constant to avoid 
division by zero 

Ck = 10− 5 

Surface tension 
coefficient at 
melt point 

σl = 1.68kg/s2 Change rate of 
surface tension 
coefficient 

∂σ
∂T

= − 2.6×

10− 4 kg/(s2K)

Refractive index 
[77] 

e = 3.47 Coefficient related to 
the electrical 
conductance[44] 

ε = 0.2 

Reflectivity at 
room 
temperature 
[66] 

fR0 = 0.95 Reflectivity at 
liquidus temperature 
[66] 

fRl = 0.63 

Absorption 
coefficient at 
room 
temperature 
[13] 

γ0 = 47.1 µm− 1 Absorption 
coefficient at liquidus 
temperature[50,52, 
67,70] 

γ0 = 0.192 µm− 1 

Gas density ρ2 =

1.87kg/m3 
Viscosity of gas μ2 = 2.5×

10− 5Pa⋅s 
Heat capacity of 

gas 
C2 =

500J/(kg • K)

Thermal 
conductivity of gas 

k2 = 0.021 W/

(m • K)
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surface tension due to increased curvature and the recoil pressure by 
concentrating the laser intensity through multiple reflections. 

The pore motion is mainly driven by the vortex in the melt pool 
which is closely related to both the pore position and keyhole fluctua-
tions including keyhole drilling and rebound. The vortex near the melt 
pool boundary is more stable and uniform than in the melt pool center. A 
rapid keyhole drilling can significantly increase the velocity of a narrow 
region in the melt pool bottom, amplifying the instability of the vortex. 
On the other hand, the keyhole rebound can serve to stabilize the liquid 
vortex by generating a wider region with a relatively uniform velocity 
distribution. 

This study constitutes a first step towards understanding the micro- 
mechanisms of keyhole pore evolutions in L-PBF and developing 
possible optimization strategies for keyhole pores, based on a rigorous, 
physically based computational approach. Notably, acceptable dis-
crepancies caused by simplified evaporation and condensation model 
exist between experimental observations and our simulation results, 
such as the protrusion size, pore size, microjet speed, and keyhole depth. 
Further possible improvements of the computational tool are required. 
First, the metallic vapor is treated as a uniformly distributed gas in the 
keyhole pore rather a single phase. The vapor condensation is only 
considered in the enclosed keyhole pore, and the condensation duration 

is the same as the duration of the keyhole pore collapse and splitting 
observed in the experiment [13]. Further incorporation of a single vapor 
flow is required to consider the condensation occurrence and duration 
based on the condensation model. Second, possible optimization stra-
tegies are proposed based on the simulation results and the literature. 
The proposed strategies will be discussed systematically in a future 
work, including the adaptive laser power strategy and the prediction 
strategy of the keyhole pore formation. Third, this study only considers a 
bare plate. Future study will be to performed to consider the presence of 
powder beds, which is more relevant to practical applications of L-PBF. 
Following the improvement of the computational tool, more quantita-
tive analysis will be conducted to compare different scenarios and 
identify the most important factors that affect the instability 
mechanisms. 
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Table A.3 
Temperature-dependent thermal parameters of Ti-6Al-4 V [75] adopted for the simulations.  

Material Parameter and units Value or equation 

Ti-6Al-4 V Density 
(
kg/m3)

ρ1 =

⎧
⎨

⎩

4420T < 1268K
4420 − 0.154(T − 298)1268K < T < 1923K

3920 − 0.680(T − 1923)T ≥ 1923K 
Heat capacity (J/(kg • K) )

C1 =

⎧
⎨

⎩

411.5T < 1268K
411.5 + 0.2T + 5 × 10− 7T21268K < T < 1923K

830T ≥ 1923K 
Thermal conductivity (W/(m • K) )

k1 =

⎧
⎪⎪⎨

⎪⎪⎩

&19.0T < 1268K
− 0.80 + 0.018T − 2 × 10− 6T21268K < T < 1923K

33.41923K < T < 1973K
34.6T ≥ 1973K  

Fig. A.5. Simulated velocity vector contour of the central cross section at y = 200 µm during the formation process of the “J”-like keyhole.  
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