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Abstract

Laser powder bed fusion represents the future for metal additive manufacturing. Advance of this emerging technology is
ottlenecked by the unavailability of high-fidelity prediction tools for cost-effective optimization on printing design. Simulations
f selective laser melting of metals must tackle a complex granular solids and multiphase fluids system that undergoes intra-
nd inter-phase interactions and thermal-induced phase changes, including melting, vaporization, and solidification, which are
hallenging to model. We develop a high-fidelity computational tool to provide high-resolution simulations of the multiphase,
ultiphysics processes of selective laser melting (SLM). Key to this tool is a multi-phase, semi-coupled resolved Computational
luid Dynamics (CFD) and Discrete Element Method (DEM). It contains innovative features including (1) a fully resolved

mmersed boundary CFD with fictitious particle domain coupling with DEM for resolving mechanical interactions and heat
ransfers between solid particles and surrounding fluid; (2) An evaporation model in consideration of the Knudsen layer
mplemented in the volume of fluid (VOF) method which is enriched by two sharp interface capture schemes, isoAdvector
nd MULES, for accurate identification of the vaporization process and phase boundaries of fluids with different Courant
umbers; and (3) a ray tracing model compatible with the VOF method for high-resolution of absorbed laser energy. We
emonstrate the proposed method can quantitatively reproduce key observations from synchrotron experiments and captures
ritical interdependent physics involving melt pool morphology evolution, vapor-driven keyhole dynamics and powder motions.
his new computational tool opens a new avenue for quantitative design and systematic optimization of laser powder bed fusion
nd may find wider engineering applications where thermal induced phase changes in a multi-phase system are important.
2022 Elsevier B.V. All rights reserved.
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1. Introduction

Selective laser melting (SLM) of metallic powders represents one prevailing technology of laser power bed
usion (LPBF) for additive manufacturing. It uses laser beams to melt metallic powders layer by layer to print
omplex parts without constraints by design in conventional manufacturing industries [1–4]. SLM commonly utilizes
igh-power laser to melt single-material metallic powders to build parts with ultra-high mechanical properties. It
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is featured by multiple types of phase changes during the melting process, including melting, vaporization, and
solidification [5,6]. Indeed, the SLM process is frequently dominated by the vaporization of melt liquid in the melt
pool due to absorption of laser power, generating high-speed vapors that circulate and escape from the melt pool
and entrain surrounding ambient gas and powders to interact with the melt pool dynamics [5].

The future developments of the SLM technology hinge crucially upon overcoming an array of challenges to
educe detrimental defects in the final printed parts including poor surface roughness [7] and high porosity [8].
he formation of these defects is governed by complicated interactions among high-speed vapor, vapor-induced
owder motions and melt pool dynamics in SLM [5,9–11]. Understanding the underlying physics of these processes
roves to be pivotal for accurate characterization of all other aspects of SLM, whereas capturing these key physical
henomena and understanding their mechanisms often demand advanced observational technologies which are
urrently unavailable [8,12–14]. Numerical approaches appear to be the only viable, cost-effective pathway to
ackling the challenges [15]. Specifically, the fusion and vaporization of metallic powders in SLM pose a common
omplicated multiphase, multiphysics problem featured by both intra-phase and inter-phase thermal transfers,
hermal-induced phase transformations, and kinetic and mechanical interactions among solid grains, melt liquid,
igh-speed metallic vapor, and ambient gas during the entire melting process. It is desirable to develop a rigorous
imulation framework that can integrate such a complex dynamical multiphase system with rigorous consideration
f the underlying multi-physics processes in SLM.

Collective efforts [16–48] have been made toward developing advanced numerical approaches to reproduce
xperimentally observed features [8,49,50] manifested in the thermal-induced phase transformation processes to
nalyze the porosity formation and powder–liquid–vapor interactions [12,51–53]. It remains a challenge, however,
o rigorously model in SLM the vaporization process and the induced high-speed vapor and the causation of ambient
as turbulence and powder motions, and hence their interwound interactions with the melt pool dynamics in a
ealistic 3D setting.

We propose herein a rigorous, physically based computational framework to tackle these challenges in SLM
or next-generation simulation of metallic powder based additive manufacturing. The new numerical framework is
uilt upon the success of our previous coupled computational fluid dynamics and discrete element method (CFD-
EM) modeling of granular systems [53], with the following major innovative considerations that revolutionize

ts predictive capabilities. (1) A multi-phase fully resolved CFD formulation is coupled with the DEM to enable
he simulation of more realistic four-way interactions among the three-phase fluids (melt liquid, vapor, and gas)
nd the solid powder particles. (2) A novel evaporation model accounting for the Knudsen layer is implemented in
he volume of fluid (VOF) method for accurate simulation of the vaporization process where the VOF method is
urther extended to solve the volume fraction field in CFD in conjunction with two sharp interface capture schemes,
soAdvector and MULES, for the corresponding fluids according to their Courant number. (3) To enable high-fidelity
imulation of laser-induced vaporization and vapor motion, a new ray tracing laser model compatible with the VOF
ethod is proposed for accurate calculation of absorbed laser energy.
As will be demonstrated, the newly proposed multi-phase, semi-coupled resolved CFD-DEM framework, featured

y solving the dynamics of a multi-phase fluid-particle system with fully resolved CFD-DEM and the thermal field of
ulti-phase fluid-particle system with multi-phase CFD, enables us to make high-fidelity, high-resolution predictions

n key phenomena observed in advanced experiments based on rigorous consideration of key interdependent physics,
ncluding multi-way phase changes such as melting, vaporization and solidification wherein the Fresnel reflection
nd refraction [54], laser penetration and absorption [55], recoil pressure [8], vapor pressure [56], Marangoni’s
ow [8], and Darcy’s effect [57,58]. It also enables quantitative analyses of the influence of laser power and scanning
elocity on the melt pool morphology, melt pool evolution and powder motions in SLM for printing optimization.
he SLM case will be spotlighted with detailed analysis due to the rich physics involved in the process, providing
better demonstration of the predictive capability of our proposed approach.

. Methodology: Multi-phase semi-coupled resolved CFD-DEM

.1. Consideration of a multiphase system involving powders, melt liquid, vapor and ambient gas

We herein employ the volume of fluid (VOF) method in conjunction with two sharp interface capture schemes,
ULES and isoAdvector [59], coupled further with DEM to furnish such an integrated computational framework

or modeling of such a multiphase system involving in SLM. We consider a body of solid granular grains in a fluid
2
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Fig. 1. Schematic illustration of the multiphase system consisting of solid powders, melt liquid, vapor and ambient gas to be treated by
semi-coupled fully resolved CFD-DEM. (A) Solid granular particles with tagged temperature T ′ simulated by DEM. (B) Fictitious CFD
cells in a CFD domain that occupy the physical space of DEM particles represented by a void fraction εp. (C) Original CFD domain for
a multi-phase fluid system comprised melt flow, vapor flow and ambient gas in SLM, represented respectively by their volume fraction
αi (i = 1, 3). (D) Aggregated CFD domain integrating original and fictitious CFD domains for solid particles in (B) and the multiphase fluid
system in (C). Note that the subscript i represents the material type and α′

i in (D) denotes the overall volume fraction in consideration
of both DEM particles and CFD fluids. α′

1 = α1 + 1 − εp, considering the static and moving DEM particles and CFD melt particles. The
integrated CFD domain in (D) will be applied for solving the thermal field in the multi-phase semi-coupled resolved CFD-DEM approach.
Note that the above illustration has been in 2D for the convenience of explanation and all subsequent simulations have been performed in
full 3D.

domain of multiphase flows for a typical setting of SLM. Fig. 1 shows how the coupled CFD-DEM approach is
employed to treat such a complex system.

The CFD with the VOF scheme is used to treat the fluid domain consisting of co-existing multiphase flows
including molten or partially melted solid grains, metallic vapor, and ambient gas (Fig. 1C). To overcome the
limitation of VOF which can only obtain a smeared interface between different phases, two sharp interface capture
schemes, MULES and isoAdvector [59], are employed in this study to describe different fluid phases according to
the Courant number to achieve a balance between the computational cost and efficiency. As a default scheme in
OpenFOAM [60], the CFD code to be used here, MULES treats the smeared interface by adding a compressive flux
term ∇ · (αi (1 − αi )uc) into the LHS of the advection equation of phase i [61] such that the Courant number can be
larger than 1 with the implicit MULES scheme. uc = (c |uf| ∇αi )/ |∇αi | is the compressed velocity, uf is the fluid
velocity, αi is the volume fraction of phase i and c ∈ (0, 1) is the coefficient to control the compressed velocity. The
isoAdvector scheme has been proved to offer a better resolved interface than the MULES scheme [60,62], whereas
an accurate prediction requires the mesh size and time step to be limited to CFL < 1 [63]. In this scheme, the cell
volume fraction is first interpolated to vertices, and isosurfaces in the cells containing the interface are reconstructed
to calculate accurate surface flux based on the volume fractions of eight vertices. The volume fraction field for the
next time step can then be obtained using the integral of the surface flux, with further application of a bounding
procedure to avoid the values of volume fraction from being out of range, leading to the final interface [59]. In
this study, the implicit MULES scheme is employed for the simulation of high-speed vapor with varied speeds
ranging from tens of meters per second to hundreds of meters per second depending on the laser power [5,6].

Partially melted powders and the melt flow are solved by the isoAdvector scheme, since the complicated surface
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morphology featured with ripples, pores, denudation and balling effect in SLM demands an accurate interface, and
meanwhile the relatively low velocity of these phases helps to satisfy the required CFL condition.

In simulating the thermal field for a solid grain, the DEM is typically limited to a representation of single
emperature field of an entire particle rather than presenting an actual temperature gradient within the individual
olid particle, unless we resort to using exceedingly complicated and costly numerical treatments (e.g., by refining
ach particle to small elements [64]). To avoid the potential complications for DEM, a multi-phase CFD is employed
y considering a fictitious CFD domain that occupies the actual physical space of a DEM particle (Fig. 1B).
his technique helps to overcome the aforementioned limitation in DEM modeling and offer a high-resolution

hermal field solution that accounts for realistic partial or progressive melting of a solid grain due to the presence
f temperature gradient during the melting process.

Specifically, as shown in Fig. 1(A and B), the void fraction and the tagged temperature of DEM particles in a
uid cell are denoted as εp and T ′, respectively. In the multi-phase CFD consideration of the fictitious domain of

DEM particles (Fig. 1B), the void fraction εp can be determined by 1
8

∑8
i=1 kv , where kv = 0 when the i th vertex

f the cubic cell is within the DEM particle, i.e., the distance between the vertex and the particle center is smaller
han the particle radius, and kv = 1 when the i th vertex of the cubic cell is outside the DEM particle. 0 < εp < 1 is
ndicative of an interface cell, with the bounding values of 0 and 1 denoting respectively to a cell located entirely
nside or outside of the DEM particle. In a multiphase CFD domain (Fig. 1C), the volume fractions of three fluid
hases, i.e., the melt flow, the metallic vapor, and the ambient gas in a general setting of SLM, are denoted as α1,
2, and α3, respectively, and

∑
i αi = 1. The VOF method is intended to solve a region containing interface cells

ith a volume fraction ranging from 0 to 1, as shown in Fig. 2B, similar to the void fraction εp. The overall volume
raction α′

i (Fig. 1D) comprising the fictitious CFD domain and the original CFD domain is constructed for the
hermal field calculation. The overall volume fraction of metal (α′

1 = α1 +1−εp) will be used in the subsequent ray
racing model to consider the static and moving DEM particles and CFD fluids. Based on the above consideration
n the multi-phase semi-coupled fully resolved CFD-DEM, we are ready to obtain the corresponding equivalent
ensity ρ and viscosity µ in the momentum equation and the revised expressions considering the fictitious CFD
omain occupied by the actual positions of the DEM particle for the density ρT, dynamic viscosity µT, thermal
onductivity k, and heat capacity C in the energy equation over the entire domain.

The equivalent density ρ and viscosity µ in the momentum equation and the revised expressions considering the
ctitious CFD domain occupied by the actual positions of the DEM particle for the density ρT, dynamic viscosity
T, thermal conductivity k, and heat capacity C in the energy equation over the entire domain could be written as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρ =

∑
αiρi

µ =

∑
αiµi

ρT = εp

∑
i

αiρi +
(
1 − εp

)
ρp

µT = εp

∑
i

αiµi +
(
1 − εp

)
µp

k = εp

∑
i

αi ki +
(
1 − εp

)
kp

C = εp

∑
i

αi
ρi

ρT
Ci +

(
1 − εp

) ρp

ρT
Cp,

(1)

here εp is the void fraction of DEM particles, αi (i = 1, 3) is the volume fraction of i th phase of fluids (e.g., melt
iquid, metal vapor, and ambient gas). ρi , µi , ki and Ci are the density, viscosity, heat conductivity, and heat capacity
f i th phase of fluid, respectively. ρp, kp, and Cp are the density, heat conductivity, and heat capacity of the particle,
espectively.

.2. Treatment of inter-phase boundaries by a VOF compatible evaporation model

In the SLM simulation, accurate descriptions of the boundary and the ensuing interactions between the melt

ow and high-speed metallic vapor is critically important for faithful reproduction of the melt pool dynamics. We
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Fig. 2. (A) Physical structure of classic evaporation model in a common atmosphere [65]. (B) 2D Schematic diagram for the proposed VOF
compatible evaporation model. Regions I to VI represent the ambient gas, the expanded vapor, the generated vapor, the inner boundary,
the vaporized metal, and the un-vaporized metal, respectively. Region V represents the metal with a temperature exceeding the boiling
temperature. The Knudsen layer is a thin layer of vapor near the vaporized metal in SLM, separating the vaporized metal and external
continuum vapor, and the equivalent inner boundary (Region IV) with a pressure drop FI.B. plays the same role in separating the generated
vapor (Region III) driven by the vapor pressure Fv and the vaporized metal (Region V) driven by the recoil pressure Fr. The volume fraction
of Region II ranging from 0 to 1 is solved by the VOF method and dominated by the vapor mass ratio of Region III. The arrows in (B)
are the outer normal vectors of the interface cells. Cells a, b, c, and e construct a basic evaporation unit in the evaporation model.

herein propose a VOF compatible evaporation model to rigorously simulate the evolving interface behavior at the
inter-phase boundaries during SLM. The construction of such a model makes specific reference to a classic physical
model in common atmosphere to define the equivalent interface structure and to differentiate different layers, as
explained in the following.

Classic evaporation model: Fig. 2A shows the physical structure of a classic evaporation model in common
atmosphere [65]. Five typical layers are commonly considered in a classic evaporation model, namely, the condensed
matter, the Knudsen layer, the generated vapor, the expanded vapor and the ambient gas. The Knudsen layer refers
to a thin layer of vapor [66] between the condensed matter and the external continuum vapor flow. Its thickness
may amount to several mean free path of gas molecules [67] (e.g., around 2 µm for the vapor of Ti-6Al-4V).
The Knudsen layer serves as a kinetic boundary layer moving with the surface of the condensed matter and can
be simplified as a discontinuity [65]. In practice, it works as an inner boundary to separate the condensed matter
driven by the recoil pressure and the external continuum vapor flow driven by the vapor pressure.

Equivalent interface structure: With reference to Fig. 2A, an equivalent interface model is constructed in this
study to match the physical structure with the computational partitions, as shown in Fig. 2B. To account for the
Knudsen layer, an equivalent inner boundary is constructed for the multiphase model where a size of the mesh
resolution (4 ∼ 5 µm) is adopted for the boundary thickness on balance of computational efficiency and accuracy.

he inner boundary (Region IV) is near the surface of vaporized metal (Region V) over which the vapor is generated
rom the cells (Region III). Note that the metal surface solved by the VOF method is a region of interface cells
ontaining a mixture of two phases (e.g., metal and ambient gas) with a volume fraction ranging from 0 to 1, such
hat the inner boundary should be constructed above the whole interface region (Region V) along the normal vector
irection. Consequently, six equivalent layers (Regions I to VI in Fig. 2B) comparable to the classic evaporation
odel are constructed in our numerical model, including the ambient gas, the expanded vapor, the generated vapor,

he inner boundary, the vaporized metal and the un-vaporized metal. The vaporized metal remains in metal fluid
tate yet with a temperature higher than the boiling temperature to allow evaporation to occur.

Region identification: In each time step, Region III needs further to be differentiated from Region IV according
o the vaporized metal cells identified for Region V. Region V is first identified wherein the vaporized metal cells
re found to a metal volume fraction α1 > 0 and a temperature T > TLV (where TLV is the boiling temperature).

Since the inner boundary (Region IV) is near the surface of the vaporized metal cells (Region V), Cell j in the
5
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inner boundary with a metal volume fraction α1 = 0 is identified if it is adjacent to Cell i in Region V. Cell j
satisfies

⏐⏐Ci − C j
⏐⏐ = ∆L , where ∆L is the mesh size and Ci and C j are the cell center vectors of Cell i and Cell

, respectively. Likewise, the generated vapor cell k in Region III with a metal volume fraction α1 = 0 is adjacent
o the inner boundary cell j, satisfying

⏐⏐C j − Ck
⏐⏐ = ∆L .

Transformation of vaporized metal to vapor: The mass, pressure and energy terms for the generated vapor cells
n Region III are calculated based on the mass loss ratio, recoil force and temperature field of vaporized metal cells
n Region V. Since the recoil force is perpendicular to the surface of vaporized metal, the mass loss ratio (ṁr)i ,
ecoil force (Fr)i and temperature Ti of the vaporized metal cell i only contribute to the generated vapor cell k
long the normal of Cell i to satisfy the conservation of mass, momentum, and energy. It is readily evident that
he vapor mass ratio ṁv, vapor pressure Fv and the energy correction term φv applied on the generated vapor cell

can be respectively calculated by Eqs. (2) to (4). In the current model, if the distance from Cell k to the normal
f Cell i with a normal vector ni = (∇α1/ |∇α1|)i is smaller than the half of mesh size ∆L , it is assumed that the
enerated vapor cell k is along the normal of Cell i.

(ṁv)k = −

∑
i

(ṁr)i , (2)

(Fv)k = −

∑
i

(Fr)i , (3)

(φv)k =

∑
i

C1i (|ṁr|)i (Ti − Tk) , (4)

where i represents the vaporized metal Cell i in region V satisfying the distance dvik =√
(Ci − Ck) · (Ci − Ck) − (ni · (Ci − Ck))2 from Cell k to the normal of Cell i is smaller than ∆L/2 and the

istance dik = |Ci − Ck | between Cell i and Cell k is also the minimum compared with the distance from other
ells in Region III to Cell i.

Basic evaporation unit: A basic evaporation unit is further constructed for the evaporation model to include the
aporized metal cell at the top surface of Region V and its adjacent inner boundary cells in Region IV and the
enerated vapor cell in Region III along the normal of the vaporized metal cell. Take an example in Fig. 2B, Cell a
n Region III, Cell d in Region V and Cells b and c in Region IV are joined to construct a basic evaporation unit.

e can set the vaporized metal cell as the reference frame for each basic evaporation unit. The relative velocity
f the inner boundary cells should be set to 0 as the inner boundary is always adjacent to the vaporized metal
urface. The relative velocity of the generated vapor cell is dominated by the vapor pressure. It works similarly to
he partially melting region that separates the static solidified part and the fully melt free flowing part.

Pressure drop of inner boundary: A pressure drop applied on the inner boundary is constructed to separate the
aporized metal and the generated vapor as two discrete phases. The pressure drop FI.B. is similar to the pressure
erm obtained from the Darcy’s effects [68] in Eq. (20) when solving the dynamics of the partially melting region.
he pressure drop and density of the inner boundary can be written as

FI.B. = −KI.B. (uf − ut) , (5)

ρI.B. = ρ t/2, (6)

where KI.B. is a coefficient analogous to the permeability coefficient in the Darcy’s law. KI.B. equals the permeability
coefficient Kc of Darcy’s term (see Table 1) in this study for simplicity as the further increase of KI.B. still leads
to the same behavior for the inner boundary cells, i.e., uf = ut for the inner boundary cells. uf is the velocity of
the inner boundary cell, and ut and ρ t are the mean velocity and mean density of the reference frames of basic
evaporation units that the cell under consideration belongs to, respectively. The density of the inner boundary ρI.B.

implies a linear transition between Region III and Region V. Take an example in Fig. 2B, the mean velocity utb
f Cell b is (ufd + ufe)/2 in the 2D case and ufd and ufe are the velocities of Cell d and Cell e, respectively. The

mean density ρ tb of Cell b is (ρfd + ρfe)/2 in the 2D case and ρfd and ρfe are the densities of Cell d and Cell e,
espectively.

The following summarizes the construction process for the proposed evaporation model.

(1) Identify the vaporized metal cells (Region V) with T > TLV and α1 > 0, where TLV is the boiling temperature,
and calculate the corresponding mass loss ratio ṁ and recoil pressure F for all vaporized metal cells. Cell
r r

6
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Table 1
Physical parameters of Ti-6Al-4V [53].

Parameter Value and units Parameter Value and units

Molar mass M = 446.07 g/mol Solidus temperature Ts = 1878 K
Initial temperature T0 = 300 K Liquidus temperature Tl = 1923 K
Boiling temperature TLV = 3133 K Viscosity of liquid

Ti-6Al-4V alloy
µl = 0.005 Pa s

Latent heat of fusion L f = 2.88 × 105 m2/s2 Convective heat transfer
coefficient

h = 19 kg s3 K

Latent heat of evaporation LV = 4.7 × 106 m2/s2 Change rate of surface
tension coefficient

∂σ

∂T
= −2.6 × 10−4 kg/(s2 K)

Permeability coefficient Kc = 5.56 × 106 kg/(m3 s) Surface tension
coefficient at melt point

σl = 1.5 kg/s2

Refractive index e = 3.47 [52] Coefficient related to
the electrical
conductance

ε = 0.2 [51]

Attenuation coefficient γ = 0.192 µm−1 [20,53,69,70] Constant to avoid
division by zero

CK = 10−5

j with α1 j = 0 is set as an inner boundary cell (Region IV) if it is adjacent to the vaporized metal Cell i,
i.e.,

⏐⏐Ci − C j
⏐⏐ = ∆L , where ∆L is the mesh size and Ci and C j are the cell center vectors of Cell i and

Cell j, respectively. The pressure drop and density of the inner boundary Cell j are calculated by Eqs. (5)
and (6), respectively.

(2) Identify the cells for the generated vapor (Region III) based on the obtained Regions IV and V from Step
(1). Cell k with α1k = 0 is set as the generated vapor cell if it does not belong to Regions IV and V and is
adjacent to inner boundary Cell j, i.e.,

⏐⏐C j − Ck
⏐⏐ = ∆L . The vapor mass ratio ṁv, vapor pressure Fv and

energy correction term φv applied on the generated vapor Cell k are respectively calculated by Eqs. (2) to
(4).

.3. VOF compatible ray tracing model for the laser beam

We further propose a ray tracing model adapted for the VOF method as illustrated in Fig. 3 to accurately consider
he Fresnel reflection and refraction for the incident laser and laser energy absorption during the scanning process.
he overall volume fraction of the metal α′

1 is used in the ray tracing model to account for the substrate, moving
articles, static particles, and melt particles, as explained in Section 2.1 and Fig. 1. The unit normal vector of
he interface cells at the metal–gas interface is calculated by Eq. (7). The incident angle θI between the incident
ay with a unit vector vI and the unit normal vector ni of the interface Cell i at the interface can be obtained,
.e., θIi = arccos(|ni · vI|), where the initial vI is (0, 0, −1) due to the vertical laser beam in z direction. Refer
o Fig. 3A and assume the incident angle θI equals the reflected angle θR and the refracted angle θT satisfies
I sin θI = nT sin θT, where nI and nT are the refractive indices for two media, respectively. The unit vector of

he reflected ray vR and the refracted ray vT can be respectively obtained by Eqs. (8) to (10).

n = ∇α′

1

/ ⏐⏐∇α′

1

⏐⏐ , (7)

vR = vI − 2(vI · n)n, (8)

ṽT = vI
/

e − n
(

cos θI
/

e −

√
1 − (1 − cos θI · cos θI) /e2

)
, (9)

vT = ṽT
/ ⏐⏐ṽT

⏐⏐ , (10)

dR(T)i j =

√(
Ci − C j

)
· (Ci − C j ) −

(
vR(T)i · (Ci − C j )

)2
, (11)
7
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l

Fig. 3. Schematic diagram for the VOF compatible ray tracing model. (A) 2D illustration of the ray tracing model. Left: Fresnel reflection
and refraction. Right: an example of interface cells obtained by the VOF method and energy distribution of laser discretization on the
interface cells. (B) 2D diagram showing the laser discretization on the interface cells and the attenuated refracted ray. Each refracted ray
is treated as an energy cuboid (the yellow rectangle in (B)) with a square section and the side length is the mesh size. The center of top
surface of the energy cuboid is the center of the interface cell with a discretized incident ray, and the direction of the energy cuboid is
the direction of the refracted ray. The length of the energy cuboid and the energy attenuation ratio along the length direction of the energy
cuboid are determined by the attenuation coefficient γ . The energy of refracted ray is absorbed by the metal cells overlapped by the energy
cuboid, i.e., the distance from the metal cell center to the refracted ray centerline dv is smaller than the mesh size in this case. (C) 3D
illustration of the overlapped volume of the metal cell and the energy cuboid of the refracted ray in three special cases. The vector d⃗ shows
the change path of dv with the same vector of refracted ray vT. The linear increase of dv will lead to the cubic growth, quadratic growth, and
inear growth of the overlapped volume in the three special cases with constant unit vectors of (

√
3/3,

√
3/3, −

√
3/3), (

√
2/2, 0, −

√
2/2)

and (0, 0, −1), respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of
this article.)
8
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c

where cos θI = |n · vI| and e is the refractive index. Ci and C j represent the cell center of Cell i and Cell j,
respectively. dRi j and dTi j are the distance from Cell j (i ̸= j) to the reflected ray and refracted ray at Cell i,
respectively. vRi and vTi are the unit vector of the reflected ray and the refracted ray at Cell i, respectively.

In consideration of the energy of each refracted ray and reflection iterations, the ray tracing model is made
ompatible with the VOF method in this study according to the following five steps.

(1) A vertical continuous laser beam is first discretized into multiple rays with a laser energy qI0 (by Eq. (12))
for each column of the cells in z direction, as shown in the top arrows of Fig. 3B. qI0 in Eq. (12) is a
volumetric energy source term to convert the surface flux P ′(∆L)2 of laser energy into a volumetric source
term by dividing the cell volume (∆L)3 based on the assumption of uniform energy distribution in a CFD
cell [21,53,71], where P ′ (Eq. (12)) is the laser energy per unit area. The ray exerted on each cell column
is further discretized by the interface cells with an overall volume fraction ranging from 0 to 1 to render the
reconstructed heated interface smooth and continuous between adjacent interface cells. The laser energy of
the discretized ray at the metal–gas interface is qI = fLqI0. The laser absorption ratio fL for each interface cell
is calculated according to its overall volume fraction as compared with upper cells in z direction to satisfy the
actual absorption order, i.e., the laser absorption ratio fLi for interface Cell i is max

{(
α′

1i − max
{
α′

1 j

})
, 0
}

,
where the coordinates of Cell i and j satisfy xi = x j , yi = y j and zi < z j , as shown in the right side of
Fig. 3A. The calculation scheme of absorption ratio is similar to the interface term |∇αi | in the momentum
equation (Eq. (20)), which transforms a surface force per unit area into a volumetric surface force [21,72,73].

(2) For the interface Cell i with a ray energy qIi > 0 obtained from Step (1), the direction and energy of the
reflected ray are calculated based on the Fresnel reflection. First, the energy of the reflected ray qRi for Cell i
is calculated according to Eq. (13). The unit vector of reflected ray is calculated by Eq. (8) and the distance
dRi j from an interface Cell j (i ̸= j) to the reflected ray is calculated by Eq. (11). If the interface Cell j
satisfies the minimum distance dli j =

⏐⏐Ci − C j
⏐⏐ from Cell i to Cell j with dRi j < 0.5∆L and vRi · n j > 0,

where ∆L is the mesh size and vRi · n j > 0 to avoid Cell i and Cell j being in the same side of the interface
caused by the interface region, it will be selected as the next incident cell with a unit vector of incident ray
equal to vRi and an energy of incident ray equal to qRi for the next iteration of the Fresnel reflection and
refraction. Note that the parallel computing for improving the computational efficiency should be switched
back to serial computing when the new incident cell is determined as it may belong to different computing
domain from the previous incident cell.

(3) For the interface Cell i with a ray energy qIi > 0, the direction and energy of the refracted ray are calculated
based on the Fresnel refraction [51]. First, the unit vector vTi and energy qTi of the refracted ray for Cell i are
calculated according to Eqs. (10) and (14), respectively. The schematic diagram for the discretized refracted
rays of the interface cells at the metal-gas interface is shown in the left panel of Fig. 3B. Each discretized
refracted ray is treated as an energy cuboid (the yellow rectangle in Fig. 3B) with an attenuated energy from
the top surface to the bottom surface, as shown in the right panel of Fig. 3B. The center of the incident
cell is taken as the center for the top surface, and the direction of the energy cuboid is the direction of the
refracted ray. The length of the energy cuboid and the energy attenuation ratio along the length direction of
the energy cuboid are determined by the attenuation coefficient γ . The attenuation coefficient γ varies with
the metal state (solid or liquid), but it is simplified here as a constant for both solid state and liquid state due
to lacking of reliable experimental data of Ti-6Al-4V. Existing absorption coefficient models [20,53,69,70]
have assumed only the upper two to four cell (around 8 ∼ 16 µm) layers of the metal phase absorb the laser
energy. An early study on polyimide [74] indicates that using a 6 µm for the interface region (around for
his polyimide case) that absorbs the laser energy has the best performance compared with the experimental
result. In this work, the attenuation coefficient γ is adopted at a value 0.192 µm−1 to ensure that the 10 µm
thick interface layer and 16 µm thick interface layer can absorb most (85% for 10 µm and 95% for 16 µm)
of the ray energy. Advanced experiments are required in the future to calibrate the accurate value of the
attenuation coefficient γ for Ti-6Al-4V with different states.

(4) The energy qP absorbed by the metal cells along the direction of the refracted ray is calculated based on
the general Beer–Lambert form [75], which reflects the penetration of laser into the metal. The refracted ray
starting from Cell i is treated as an energy cuboid obtained from Step (3) with a length of 25 µm and a
side length of the square section of the mesh size ∆L in this case to reconstruct a smooth and continuous
9
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energy absorption region. Such energy cuboid contains 99% of the energy of the refracted ray, as shown in
the right panel of Fig. 3B. If the metal Cell j is overlapped by the energy cuboid, i.e., the distance dv = dTi j

(by Eq. (11)) from the metal cell center C j to the refracted ray centerline vTi is smaller than the mesh size
∆L , the overlapped energy volume qP(by Eq. (15)) will be absorbed by Cell j. Ce in by Eq. (15) is the
ratio of the overlapped volume to the volume of Cell j. Notably, the calculation of the overlapped volume
of a cuboid and a cube is rather complex. Assumptions are made for three special cases to simplify the
consideration when constructing the equation of Ce. (a) Ce = 1 when the distance dv = 0 for the refracted
ray with any direction, implying that the whole Cell j can absorb the refracted ray energy when the refracted
ray goes right through the center of Cell j. (b) Ce = 0.5 when the distance dv = 0.5 for the refracted
ray with arbitrary direction. This means that half of the Cell j can absorb the refracted ray energy when
dv is half of the mesh size ∆L . (3) Ce = 0 when the distance dv = 1. A power function is applied
to connect the three special cases and construct a continuous and smooth transition. The exponential kT

represents the sensitivity of distance dv to the overlapped volume and the inclination of the refracted ray
plays a key role in kT, e.g., kT = 1 when vT = (0, 0, −1), kT = 2 when vT = (

√
2/2, 0, −

√
2/2) and

kT = 3 when vT = (
√

3/3,
√

3/3, −
√

3/3), representing a linear growth, quadratic growth and cubic growth
of the overlapped volume with a linear increase of dv and constant vT, respectively, as shown in Fig. 3C.
The energy density of Cell j is

(
e−γ (lPi j −l0i j )

− e−γ (lPi j +α1 j∆L−l0i j)
)

qTi , where lPi j is the distance between
Cell i and Cell j and l0i j is the sum of the length occupied by the gas phase in the energy cuboid from Cell
i to Cell j satisfying l0i j =

∑
lPik<lPi j

Ce(1 − α1k)∆L to guarantee only the metal phase can absorb the ray
energy. Finally, a ray energy correction coefficient Cr is applied for each refracted ray to satisfy the energy
conservation, i.e., the sum of absorbed energy of the metal cells along the refracted ray is equal to the energy
of the refracted ray, and Cri j =

(
qTi
/∑

j qPi j

)
, where i denotes the refracted ray from Cell i and j denotes

Cell j that absorbs the ray energy.
(5) The previous reflected ray from Cell i with the unit vector vRi and energy qRi is set as the new incident

ray with the new incident cell with a center C j , unit vector vI j = vRi and energy qI j = qRi obtained from
Step (2). Steps (2) to (4) are then repeated until the energy of the reflected ray is weaker than a threshold
percentage of its original energy (1% in this study). The final absorbed laser energy Sl is the sum of the
energy absorbed by metal cells for all refracted rays and reflection iterations (by Eq. (16)).

The following summarizes the five equations used in aforementioned steps:

qI = fLqI0 =
fL P ′(∆L)2

(∆L)3 =
2P fL

π

(
R2

0 +

[
λ(z−zf)

π R0

]2
)
∆L

exp

⎡⎢⎣−2
[
(x − X l (t))2

+ (y − Yl (t))2]
R2

0 +

[
λ

π R0
(z − zf)

]2

⎤⎥⎦ , (12)

qR =
1
2

(
1 + (1 − ε cos θI)

2

1 + (1 + ε cos θI)
2 +

ε2
− 2ε cos θI + 2 cos2 θI

ε2 + 2ε cos θI + 2 cos2 θI

)
qI, (13)

qT =

(
1 −

1
2

(
1 + (1 − ε cos θI)

2

1 + (1 + ε cos θI)
2 +

ε2
− 2ε cos θI + 2 cos2 θI

ε2 + 2ε cos θI + 2 cos2 θI

))
qI, (14)

qP = Ce
(
e−γ (lP−l0)

− e−γ (lP+α1∆L−l0)
)

qT, (15)

Sl =

∑
k

⎛⎝∑
i

∑
j

Cri j qPi j

⎞⎠ , (16)

here fL is the laser absorption ratio, ∆L is the cell size, P ′ is the laser energy per unit area, P is the laser power,
R0 is the laser beam radius, zf is the z-coordinate of the lens focus, λ is the wave length of the laser, (x, y, z)
s the coordinate of the calculated cell, and (X l (t) , Yl (t)) represents the center of the scanning path in the x–y
lane. ε is a material coefficient related to the electrical conductance [54,76], γ is the attenuation coefficient for
10
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k

the laser penetration [75,77], and lp is the distance from the incident cell of the refracted ray to the calculated
cell. Ce = 0.5(2 − 2dv/∆L)kT when ∆L < 2dv < 2∆L and Ce = 1 − 0.5(2dv/∆L)kT when 2dv < ∆L , where

T = (|(vT)x | +
⏐⏐(vT)y

⏐⏐ + ⏐⏐(vT)z

⏐⏐)2 and the subscripts x, y and z represent three components of unit vector of the
refracted ray vTi in x, y and z directions, respectively. l0 is the sum of the length occupied by the gas phase in the
energy cuboid from the incident cell to the calculated cell. i represents the refracted ray from Cell i, j represents Cell
j that absorbs the energy of the refracted ray starting from Cell i, and k represents the kth reflection iteration. Cr is
the ray energy correction coefficient applied for each refracted ray to satisfy the energy conservation, as explained
in Step (4).

2.4. Numerical aspects

The proposed computational approach is a significant extension of the semi-coupled resolved CFD-DEM method
[53] recently developed by the authors. In the previous work, the method was employed to solve the powder motions,
thermal field and fluid dynamics by considering mechanical interactions and heat transfers between the solid particles
and viscous fluids. In this study, it has been greatly enriched by including the capability of modeling vapor and
vaporization and melting materials, which is crucial for realistic SLM modeling. Following [53], we combine the
fully resolved coupled CFD-DEM based on the Immersed Boundary (IB) method [78] to resolve the dynamics of
fluids and the driven motion of powder grains, with a multi-phase CFD for solving the high-resolution thermal field
of both fluids and solid grains by modeling a fictitious CFD domain occupying the actual physical space of a DEM
particle. The use of fictitious CFD domain in the multi-phase CFD modeling helps to resolve the limitation in DEM
modeling that one DEM particle can only have one single temperature rather than presenting an actual temperature
gradient within the individual solid particle. This helps to avoid exceedingly complicated and costly treatments for
each particle by DEM (e.g., by refining each particle to small elements [64]). Incorporation of the multiphase model
further improves the accuracy and applicability of the semi-coupled resolved CFD-DEM with the consideration of
the multiple solid material types and different phase change processes including fusion and vaporization.

Solid grains of possibly different materials are initially modeled as DEM particles distinguished as different
particle groups with tagged temperatures. When their positions are settled after a CFD-DEM simulation of the
layering process, the domains occupied by these DEM particles will be numerically replaced in a separate CFD
domain by high viscous fluids with updated volume fraction with the same topology and physical parameters for
the multi-phase CFD simulation of melting process when the temperature of a fraction of its fictitious CFD cells
occupying the DEM particle is higher than the corresponding solidus temperature. An evaporation model with
an inner boundary and a pressure drop equivalent to the Knudsen layer is further constructed based on the VOF
method for the vaporization interface once the temperature of the melt flow cells is found reaching the boiling
temperature. Two sharp interface capture schemes (isoAdvector and MULES) are applied for fluids with large
velocity difference according to the Courant number. A VOF compatible ray tracing model considering the Fresnel
reflection and refraction and the energy penetration as mentioned in last subsection is implemented to obtain an
accurate thermal field for the fusion, vaporization and solidification of the metal. As such, all partial melting
and full melting of powder grains and the vaporization of melt flow can be conveniently accommodated within
this computational framework. Consequently, the semi-coupled resolved CFD-DEM with capability of modeling
vaporization and multiphase materials is coined herein as the new multi-phase semi-coupled fully resolved CFD-
DEM. Such a new computational model enables us to integrate multiple components and key physics dictating the
dynamics of the melting process in SLM appropriately and rigorously.

2.5. Governing equations

Collectively, four sets of governing equations are simultaneously treated to solve the multiphase, multiphysics
processes of SLM, including the linear and angular momentum equations for the motion of each granular powder
particle, the continuity equation for the volume fraction field of multiple fluid phases, the fluid momentum equation
based on the Navier–Stokes equation for the flow dynamics of multiple fluid phases and the temperature equation
for the thermal field. We consider terms accounting for multiple physical phenomena, such as the surface tension,
Darcy’s effects, Marangoni’s flow, recoil pressure and vapor pressure, in the fluid momentum equation, and the heat
11
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transfer due to laser heat, conduction, dissipation, fusion, convection, radiation and vaporization in the temperature
equation.

In the coupled CFD-DEM part of this method, the DEM is used to solve the following linear and angular
omentum equations governing the motion of each granular powder particle:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

mp
dvp

dt
= Ff + mpg +

∑
Fp−p +

∑
Fp−w

Ip
dωp

dt
=

∑
Mt +

∑
Mr

Ff =

∑
j∈Th

(
−∇ p + µρ∇

2uf
)

j · V j ,

(17)

here mp and Ip denote respectively the mass and rotational inertia of Particle p. vp and ωp denote respectively the
inear and angular velocities of Particle p. g is the gravitational acceleration. Fp−p and Fp−w are the particle–particle
nteraction force and particle–wall interaction force [79,80], respectively. Mt and Mr are the torque from tangential
orce and rolling friction toque, respectively [81]. Ff is the particle–fluid interaction force exerted on each particle
f the DEM solver according to Shirgaonkar et al. [78]. p is the fluid pressure, uf is the velocity of the fluids, V j is
he volume of cell j, and Th is the set of all particle-covered cells. Other interaction forces, such as inertial force,
hich may be important for specific applications [82], will be neglected in this study.
We consider multiple phases with an interphase mass transfer ratio ṁi in this simulation, such as the vaporization

f melt flow into vapor, by assuming these flows to be incompressible and solved by the following advection
quation.

∂αi

dt
+ ∇ · (αi uf) =

ṁi

ρi
, (18)

here ∇ · (uf) =
∑

ṁi/ρi . Specifically, the continuity equation can be written as ∇ · (uf) = 0 for an incompressible
problem without any phase transformation. The subscript i represents different phases and α1, α2 and α3 represent
he melt flow, metallic vapor and ambient gas in SLM. ṁi is the mass transfer ratio for phase i. A numerical term
i
∑

j

(
ṁ j/ρ j

)
−αi∇ ·(uf) is added to the RHS of Eq. (18) to improve the numerical stabilization when the implicit

ULES scheme is used to solve the advection equation [61]. Only case of mass transfer due to the vaporization
f melt flow into vapor is considered in this study. The mass transfer ratio ṁ1 and ṁ2 for the vaporized melt flow

and the generated vapor in SLM can be written as [83,84]

ṁ1 = −ṁ2 = −0.54p0
α1

∆L
exp

(
Lv · M

T − TLv

RT TLv

)√
M

2π RT
, ṁ3 = 0. (19)

he flow dynamics of multiple fluid phases during the melting process for SLM is assumed to be governed by the
ollowing momentum equation based on the Navier–Stokes equation. Note that the six terms on the RHS of Eq. (20)
epresent the surface tension, Darcy’s effects, Marangoni’s flow, recoil pressure, vapor pressure and pressure drop
or the inner boundary, respectively.

∂

∂t
(ρuf) + ∇ · (ρuf ⊗ uf) = −∇ p + ∇ · (µ · (∇uf)) + cσ |∇α1|

2ρ

ρsum
n

−Kc
(α1 − αm)2

α3
m + Ck

uf +
dσ

dT
(∇T − n(n · ∇T )) |∇α1|

2ρ

ρsum

+0.54p0 exp
(

Lv · M
T − TLV

RT TLV

)
|∇α1|

2ρ

ρsum
n + (Fv + FI.B.) ,

(20)

here p is the pressure and p = pd + ρgh, where pd is the dynamic pressure, g is the gravitational acceleration,
nd h is the reference height [71]. c is the curvature of the fluid–gas interface, and c = −∇ · n where n is the unit
ormal vector at the interface, n = ∇α1/ |∇α1|. σ is the coefficient of surface tension. |∇α1| is an interface term to
ransform a surface force per unit area into a volumetric surface force [21,72,73]. ρsum is the sum of the density of
hases at the interface, e.g., ρsum = ρ1 + ρ2 for a metal-vapor interface in SLM. 2ρ/ρsum is a sharp surface force
erm to smear out the interface [69,70]. Kc is the permeability coefficient, Ck is a constant to avoid division by zero,
m is the volume fraction of the molten metal, Tl is the liquidus temperature, Ts is the solidus temperature, and
Lv is the latent heat of vaporization. dσ/dT represents the change of surface tension coefficient with temperature.
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M is the molar mass, T is the temperature, TLV is the boiling temperature, and R is the universal gas constant.
Fv is the vapor pressure and FI.B. is the pressure drop applied on the inner boundary, as explained in Section 2.2.
The following expressions are employed for the volume fraction of the molten metal αm, metal viscosity µ and
coefficient of surface tension σ that change with the temperature [20],

αm =
α1

2
[1 + erf(

4
Tl − Ts

(T −
Tl + Ts

2
))], (21)

ln µ =
1
2

erfc
[

4
ln Tl − ln Ts

·

(
ln T −

ln (Tl) + ln (Ts)

2

)]
· (ln µs − ln µl) + ln µl, (22)

σ =

⎧⎪⎪⎨⎪⎪⎩
σl

1 + erf2

[
1 + erf

(
4

Tl − Ts

(
T −

Tl + Ts

2

))]
T ≤ Tl

σl +
∂σ

∂T
T T > Tl,

(23)

here µs and µl are the viscosities at solidus temperature Ts and liquidus temperature Tl, erfc is the complementary
Gaussian error function. σl is the surface tension coefficient of the metal at the liquidus temperature.

The thermal field is governed by the following temperature Eq. (24) derived from the energy conservation where
he eight terms on the RHS of temperature equation in represent the heat transfer due to laser heat, conduction,
issipation, fusion, convection, radiation, vaporization, and energy correction for the generated vapor, respectively,

∂

∂t
(CρTT ) + ∇(CρTT ) · uf = Sl + ∇ · (k∇T ) + µT (∇uf + uf∇) : ∇uf

− L f

[
∂

∂t
(ρTαm) + ∇ · (ρTufαm)

]
− hc (T − Tref)

⏐⏐∇α′

1

⏐⏐ 2CρT

(Ciρi )sum

− σsb
(
T 4

− T 4
ref

) ⏐⏐∇α′

1

⏐⏐ 2CρT

(Ciρi )sum

− 0.82
p0Lv M

(2π M RT )0.5 exp
(

Lv M
T − TLV

RT TLV

) ⏐⏐∇α′

1

⏐⏐ 2CρT

(Ciρi )sum

+φv,

(24)

where L f is the latent heat of fusion, hc is the convective heat transfer coefficient, Tref is the reference temperature,
and σsb is the Stefan–Boltzmann constant. (Ciρi )sum is the sum of the product of density and heat capacity of phases
at the interface, e.g., (Ciρi )sum = C1ρ1 +C2ρ2 for a metal-vapor interface in SLM. φv is the energy correction term
described in Section 2.2 for the generated vapor. Sl is the laser input based on the ray tracing model [74] (see
Section 2.3 and Eq. (16)) specially designed for the VOF method in this study.

2.6. Overall solution procedure

The proposed multi-phase semi-coupled resolved CFD-DEM approach has been implemented in two open-source
codes, OpenFOAM and LIGGGHTS, in conjunction with the coupling engine CFDEM [85,86]. The VOF method
with combined isoAdvector scheme and MULES scheme are coupled with the DEM to solve the multiphase, multi-
physics problem for both the fluids and solid grains in SLM. A fictitious CFD domain composed of pure CFD
fluids and virtual DEM particles is constructed to solve the high-resolution thermal field for all phases based on the
energy equation. The IB method is combined with the Pressure Implicit with Splitting of Operators (PISO) to solve
the velocity and pressure iteratively in CFD simulation [87] and the driven motions of the immersed grain bodies by
DEM [88]. Key components of the proposed method have been validated by various test cases in early studies [89].
The PISO-IB scheme employed here is based on the one modified by Hager [90]. The complete solution procedure
for the proposed multi-phase semi-coupled fully resolved CFD-DEM is summarized as follows, in conjunction with
the flow chart shown in Fig. 4.

(1) Prescribe the initial conditions for the CFD and DEM domains, including the volume fraction field,
temperature field, pressure field, velocity field of fluids and the velocity, position, tagged temperature of
particles.
13
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Fig. 4. Flow chat of the multi-phase semi-coupled resolved CFD-DEM method.

(2) Update the particle motions by calculating the drag force acting on the particles and solving the linear and
angular momentum equations in Eq. (17) [91]. The temperature of each cell in the particle domain is examined
and the particle will be removed from the DEM if the temperature of any of its constituent cells exceeds its
solidus temperature and meets the partial melting criterion.

(3) Verify the change of both void fraction field to identify whether the DEM particle is removed in step (2) and
to replace those deleted particles by CFD cells with identical temperature and material distinguished by the
tagged temperature.

(4) Update the physical parameters in Eq. (1) according to the volume fraction field and the temperature field,
including density, heat capacity, thermal conductivity, and viscosity.

(5) Calculate the absorbed laser energy in Eqs. (12) to (15) based on the ray tracing model that considers laser
discretization, Fresnel reflection and refraction, and laser penetration, and solve the temperature equation
(Eq. (24)) in CFD that considers the laser energy, six heat transfer terms due to dissipation, conduction,
convection, radiation, fusion and evaporation, and the energy correction term for the generated vapor.

(6) Choose a suitable sharp interface capture scheme for different phases according to the Courant number, update
the mass transfer ratio based on the new temperature field and solve continuity equations in Eq. (18) to update
the volume fraction field. Specifically, isoAdvector scheme is applied for the fluid phase that satisfies the CFL
condition and MULES scheme is applied for other fluid phases with CFL > 1.

(7) Update physical parameters in Eq. (1) according to the volume fraction field and temperature field, including
density, heat capacity, thermal conductivity, and viscosity.

(8) Update the velocity field uf and pressure field p0 by solving the momentum equation in Eq. (20) that considers
the buoyancy force, surface tension, Darcy’s effects, Marangoni’s flow, recoil pressure, vapor pressure, and

pressure drop for the inner boundary, neglecting the existence of DEM particles. Correct the velocity field
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and pressure field of the fluids according to the PISO-IB method in two steps: (a) Calculate u0 by correcting
the old velocity field in the particle domain (u0 = vp) and the interface (u0 = (1 − εp)(vp + ωp × r), where
εp is the void fraction, vp and ωp denote respectively the linear velocity and angular velocity of the particle,
r is the position vector of the particle). (b) Further correct the velocity field u0 according to u = u0 − ∇φ,
where ∇

2
· φ = ∇ · u0 −

∑
ṁi/ρi , to satisfy the mass conservation ∇ · (uf) =

∑
ṁi/ρi where ṁi and

ρi denote the mass ratio (Eq. (19)) and density of phase i, respectively. Then update the pressure p0 using
p = p0 + ρ · ∇φ/∆t .

(9) Go to step (1) to repeat the simulation until the final time step is reached.

. Numerical simulation of SLM

.1. Parameter selection and model setup

The melting process of SLM with typical titanium alloy Ti-6Al-4V powders is considered to examine the
redictive capability of the proposed computational framework. Relevant physical parameters are shown in Table 1
nd grain size distribution of the Ti-6Al-4V powder can be found in our previous paper [53] which will not be listed
ere to save space. The atmospheric pressure p0 is 101 kPa and the laser diameter is 95 µm according to experimental
ata [92]. Temperature-dependent thermal parameters [93,94] for the Ti-6Al-4V, ambient gas (i.e., Argon gas) shown
n Table 2 are adopted to render more realistic simulation results [20]. The following temperature dependent density,
eat capacity, the thermal conductivity of Ti-6Al-4V and Argon gas, the viscosity of Argon gas, and the density of
i-6Al-4V vapor derived from the ideal gas law are adopted. The thermal conductivity, heat capacity and viscosity
f the Ti-6Al-4V vapor are selected as 0.05 W/ (m K), 717 J/ (kg K) and 0.00024 Pa s, with reference to the NIST
hemistry WebBook [95] and the data of Cesium vapor [96], Lithium vapor [97] and Argon gas [93] due to the

oss of Ti-6Al-4V vapor information in previous studies.
In simulating the SLM of Ti-6Al-4V powders on bare plate or powder bed, we choose a grid size of 4 µm for

he CFD based on convergence study of our previous work [53]. The grid size for the bare plate in SLM is set as
µm as there is no need to consider DEM coupling with CFD for the plate so that the cell size will not be restricted

y the IB method [20]. A Cyclic Arbitrary Mesh Interface (AMI) [61] boundary is further employed to expand the
FD domain to account for vapor/gas expansions. An extra domain composed of vapor and ambient gas only with
coarse grid size of 10 µm is added to the original domain when needed to fetch a balanced between computational

fficiency and accuracy. Such added domains can be identified in the subsequent simulations in Figs. 11, 12, and
3, by the high velocity vectors of the vapor and gas. The time step chosen for CFD is 4 × 10−8 s, which is ten

times of the corresponding time step for the DEM simulation (i.e., 4 × 10−9 s). The bottom boundary is set to be
non-slip wall with zero gradient for pressure, and other boundaries are set as fixed value for pressure and zero

radient for velocity and temperature. A substrate ranging from 100 µm to 300 µm in thickness, depending on the
laser power, is considered for the SLM simulation in expecting that deep keyholes may be induced by stronger laser
powers. The bottom boundary of the substrate is set to be zero gradient for temperature, as shown in Fig. 5.

3.2. Model validation

Three validation cases with stationary laser illumination are conducted to validate three key components of our
numerical model. The VOF compatible ray tracing model is validated based on the evolutions of melt pool and
vapor depression in a bare plate case under stationary laser illumination (Fig. 6), which is a typical benchmark
in published studies [54,55,74] for the laser absorption model. One capability of our model is to convert particles
to a partially melted state when the temperature of a cell in the particle reaches the solidus temperature, which
is validated by the following simple case (Fig. 7) with a single particle and plate, and the conversion of moving
DEM particles can be found in Fig. 8D (P2 and P3). A quantitative comparison of the powder trajectory and the
corresponding velocity change between experiments [52] and our simulation results is made to validate the proposed
semi-coupled resolved CFD-DEM with the implemented evaporation model.

Four stages of the evolutions of melt pool and vapor depression in a bare Ti-6Al-4V plate under stationary
laser illumination have been observed by Cunningham etc. [92], as shown in Fig. 6A. In the first stage, the vapor
depression is formed and continues to grow steadily, leading to a quasi-semicircular melt pool (a-c). With further

development of the vapor depression further grows, and the melt pool shape becomes sharper at the tip of the
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Table 2
Temperature-dependent thermal parameters of Ti-6Al-4V, argon gas and Ti-6Al-4V vapor.

Material Parameter and units Value or equation

Ti-6Al-4V

Density
(
kg/m3) ρTi64 =

⎧⎪⎪⎨⎪⎪⎩
4420 T < 1268 K

4420 − 0.154 (T − 298) 1268 K < T < 1923 K

3920 − 0.680 (T − 1923) T ≥ 1923 K

Heat capacity (J/ (kg K)) CTi64 =

⎧⎪⎪⎨⎪⎪⎩
411.5 T < 1268 K

411.5 + 0.2T + 5 × 10−7T 2 1268 K < T < 1923 K

830 T ≥ 1923 K

Thermal conductivity (W/ (m K)) kTi64 =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

19.0 T < 1268 K

−0.80 + 0.018T − 2 × 10−6T 2 1268 K < T < 1923 K

33.4 1923 K < T < 1973 K

34.6 T ≥ 1973 K

Argon gas

Density
(
kg/m3) ρArgon = 745.2 × T −1.05

Heat capacity (J/ (kg K)) CArgon = 500

Thermal conductivity (W/ (m K)) kArgon = 0.00668 + 0.000048 × T

Viscosity (Pa s) µArgon = 5.2 × 10−7
×T 0.68

Ti-6Al-4V vapor Density
(
kg/m3) ρVapor = 4685.5 × T −1.05

Fig. 5. Model setup for coupled CFD-DEM simulations of SLM with Ti-6Al-4V alloy powder. The length, width and thickness of the
i-6Al-4V alloy powder layer is 500 µm, 400 µm and 80 µm respectively.

apor depression with instabilities in the second stage (d-f). Interesting periodic fluctuations could be observed in
he third stage (f-h) as the vapor depression penetrates at a much faster rate into the material. In the final stage, a
eep keyhole is formed with a spike in the middle of the bottom and the keyhole strongly fluctuates (i-j) with the

ontinuing stationary laser illumination. Notably, the observed four stages in experiments can be effectively captured
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Fig. 6. Comparison between experiments results [92] (A) and simulation results (B) of evolutions of melt pool and vapor depression under
tationary laser illumination. (a-c) Formation and steady growth of the vapor depression. (d-f) Formation of instability in vapor depression
nd further growth of the vapor depression. (f-h) Formation of periodic fluctuation of the vapor depression. (i and e) Change of the melt
ool shape and further fluctuation of the vapor depression with the increasing keyhole depth. The laser power is 156 W and the laser spot
ize is 140 µm.

y our numerical model, as shown in Fig. 6B, partially proving the accuracy of the proposed VOF compatible ray
racing model. Note that the time sequence may not be perfectly matched for the four stages between numerical the
xperimental tests since a constant energy attenuation coefficient has been adopted in our numerical model while
t may be different in the metal state [98] where the attenuation in solid metal is extremely fast. The attenuation
oefficient for different metal states will be subject to further study in the future in conjunction with the dynamics
nd detailed physical mechanisms of the vapor depression stabilities and strong fluctuations.

A second validation case is shown in Fig. 7 which presents a complete melting and vaporization process for a
ingle Ti-6Al-4V powder over a Ti-6Al-4V substrate simulated by our proposed numerical model. The laser power
sed in the simulation is 200 W and the laser spot size is 150 µm. In the initial stage (t = 0 µs), the Ti-6Al-
V powder is modeled by the DEM particle. An equivalent void fraction field, i.e., the fictitious CFD domain,
s constructed according to the particle position (Fig. 7A). The temperature field is resolved by combining the
riginal CFD domain and the fictitious CFD domain. The temperature distribution in the DEM particle can be
epresented by the temperature field of the fictitious CFD particle built upon the void fraction field, as shown in
he right panel of Fig. 7A. The DEM particle is deleted and replaced by the CFD fluid particle (Fig. 7B) when the
emperature of any cell in the DEM particle is higher than the solidus temperature, e.g., between 5.6 µs and 5.7 µs

in this case. A CFD fluid particle with identical shape and temperature field with the DEM particle is derived from
the fictitious CFD particle (Fig. 7B) to guarantee the accuracy of the deletion and replacement process. Khairallah
etc. [8] compared the melting process using two laser absorption models, namely, the homogeneous laser deposition
and laser ray tracing, shown in Fig. 7C their respective temperature fields predicted for the single particle case during
the melting process. The wetting contact with the substrate increases rapidly for homogeneous laser deposition as
the energy is uniformly distributed in the particle such that melting occurs simultaneously everywhere inside the
particle, whereas the melting portion of the particle is released to the substrate gradually through a narrow point
contact (Fig. 7C) by the ray tracing prediction as melting occurs first at the particle surface. Our simulation results

can reproduce the same melting phenomenon as the ray tracing model by Khairallah etc. [8] as shown in Fig. 7D.
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Fig. 7. Numerical simulations of the melting and vaporization process of a single Ti-6Al-4V powder and Ti-6Al-4V plate under stationary
laser illumination (A, B, D) in comparison with numerical simulations of single particle melting process with two laser absorption method
published in the literature [8] (C). (A) The position of DEM particle and the temperature field of the equivalent void fraction field εp
fictitious CFD domain) at 0 µs and 5.6 µs. (B) The temperature field of the volume fraction field α1 at 5.7 µs and 10 µs. The DEM
article is deleted and replaced by the fluid particle between 5.6 µs and 5.7 µs with the same shape and temperature field based on the
revious void fraction field as one cell in DEM particle reaches the solidus temperature after 5.6 µs. (C) The temperature field using the

homogeneous laser deposition method and the laser ray tracing method predicted in [8]. The melting happens simultaneously everywhere
inside the particle for the homogeneous laser deposition, and the melting occurs first at the particle surface for realistic laser ray tracing [8].
(D) Melting process and temperature field of our numerical model match the results of the case using laser ray tracing method in (C).
Vaporization happens with the increasing temperature when the temperature reaches the boiling temperature. The laser power is 200 W and
the laser spot size is 150 µm. The particle diameter is 40 µm and the mesh size is 4 µm. The interfaces of the void fraction field, metal
phase and vapor phase shown in the figure are εp = 0.5, α1 = 0.5 and α2 = 0.2, respectively. Since the vapor phase is always mixed with
the ambient gas, a small interface value is chosen here to consider the ambient gas–vapor mixture.

The upper side of the particle that absorbs the laser energy melts first and moves downward through a point contact
(10 µs−28 µs in Fig. 7D) due to the gravity and the recoil pressure caused by the generated vapor. The point contact
s further converted to a surface contact at 32 µs as the particle is fully melted and vapor depression occurs at 40 µs

with the continuing stationary laser illumination. Our numerical model is capable of providing a transition from the
DEM particle to the CFD fluids at the solidus point during which such information as the shape and temperature
field of the DEM particle can be accurately transferred to the corresponding CFD fluid particle to guarantee the
numerical accuracy and consistency. Further melting process is solved by the multi-phase CFD, which is similar to
most published studies [21,71,83].

A third validation case is presented for the prediction of particle movements in the melting process. Fig. 8 presents

the predicted trajectories and the corresponding velocity changes of three tagged powders by our simulation in
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Fig. 8. Comparison between experiments [52] and our simulations on powder motion during the melting process. (A) Time sequence of
X-ray imaging with three tagged powders observed in the experiments [52]. (B–D) Simulation results with three tagged powders based on
comparable setups as the experiments [52]. (E) The trajectories and velocity versus time of three tagged powders in (A–D). P1 (E) denotes
Powder P1 in the experiments and P1 (S) denotes Powder P1 in the simulations. The time in E is a relative one rather than the absolute
time as in experiments or simulations to make the results comparable and the curves in E are reproduced from [52]. The laser power used
is 160 W, the laser spot size is 150 µm, the powder layer thickness is 140 µm, and the substrate thickness is 40 µm. The powder size is
9–56 µm and the mesh size is 4 µm. Different sections are selected to render better observations on the tagged particle movement in (B–D).
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comparison with experimental observations [52]. Powder particles P1 and P3 represent typical surrounding powders
entrained by the high-speed vapor generated during the melting process. They move to the center of the laser beams
with a small velocity (around 1 m/s) in the initial stage. With their distance from the laser beam center reduced,
their velocities increase rapidly due to the stronger drag force caused by the entrained ambient gas. In the second
stage, these particles are further lifted and driven by the high-speed vapor and ambient gas, moving upwards with a
velocity larger than 5 m/s (Fig. 8E). Different from Powders P1 and P3, Powder P2 can pass through the laser beam
center in conjunction with an obvious change of moving trajectory and a significant increase of velocity when it
approaches closer to the laser beam center. In this simulation case, the laser power used is 160 W, the laser spot size
is 150 µm, the powder layer thickness is 140 µm, and the substrate thickness is 40 µm. Evidently, our simulation
results can reasonably capture the same trends of trajectories and the corresponding velocity changes as observed in
the experiments. In consideration of and the random powder distribution, the observed discrepancies are acceptable
(Fig. 8E). Fig. 9(B–D) present the velocity field of high-speed vapor and the entrained ambient gas and powders,
further confirming the increasing drag forces acted on the powders near the vapor region. The velocity of vapor
decreases significantly (190 µs – 220 µs in Fig. 9C) when Powder P2 passes through the laser beam center or
the vapor, as Powder P2 directly absorbs part of the laser energy, leading to a temporary drop of temperature for
the melt pool underneath P2. The lift force from the weakened vapor in conjunction with the drag force forms an
entrained ambient gas with an increasing downward velocity (190 µs in Fig. 9C), causing Powder 2 to fall. Note that
the time sequence of powder motion is not matched with experiments, similar as in Fig. 6, which may have been
caused by the constant energy attenuation coefficient adopted in this model and merits a further study in the future.
The combination of the implemented evaporation model and the semi-coupled resolved CFD-DEM is shown to be
capable of capturing powder motions under high-speed vapor and entrained ambient gas in a reasonable manner.
Detailed dynamics and physical mechanisms of the complex interactions among ambient gas, metal vapor, powders,
and melt flow require more quantitative study in the future.

3.3. Capturing the full picture of melt pool dynamics in SLM of Ti-6Al-4V alloy powders

The proposed computational framework is first employed to simulate the melting process of SLM with typical
titanium alloy Ti-6Al-4V powders. Major challenges for both experimental observation and theoretical prediction
of the melting process of SLM include the multiple phase transformations that manifest intricate, highly dynamic
intra- and inter-phase interactions. These features contribute critically to the melt pool dynamics, the understanding
of which is pivot to quantitatively evaluate and control the quality of melt track and built part in terms of surface
roughness, ripples on the melt track, partially melted powders and discontinuity between two tracks [53]. As an
opening summary of the subsequent specific results on SLM, we use Fig. 9 to show a complete picture captured
from our numerical simulation that includes all the aforementioned ingredients during a SLM of titanium alloy
Ti-6Al-4V powders over a thick plate. Evidently, this simulation identifies the high-speed vapor, the deep keyhole
formation, the entrained ambient gas that forms vortex flow (see zoomed inset on the left) and drive the surface
powders to spatter or scatter. The inset also shows how the vapor and swirled ambient gas work together to form
the surface flow pattern for the melt pool. In what follows, further simulation cases will be presented to highlight
the individual facet of melt pool dynamics in Fig. 9 for quantitative physical interpretations, many for the first time
to the knowledge of authors. In particular, the proposed computational tool will be shown capable of capturing
three forms of phase transformation: (1) melting of solid grains into liquid; (2) vaporization of melt flow into
metallic vapor; and (3) solidification of melt flow into solidified melt track. These phase transformations involve
intricate interactions among four phases of solid grains, melt flow, metallic vapor, and ambient gas. Shown also are
the conditions under which the melt pool dynamics renders fluctuated surface solidification and hence increased
surface roughness. We also show how the dynamics of melt pool in conjunction with high-speed vapor may cause
scattering and splashing of the solid grains during laser scanning.

3.4. Melt pool morphology in SLM of Ti-6Al- 4V bare plate

Fig. 10 presents selected representative simulations in comparison with their corresponding experimental
observations [92] on the melt pool morphology for laser scanning of a Ti-6Al-4V bare plate at various laser power

and scanning velocity. As shown in Fig. 10A and B, the numerical predictions of melt pool profiles for the eight
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Fig. 9. Physically based, high-fidelity numerical simulation based on multi-phase, semi-coupled resolved CFD-DEM captures a complete
profile of metallic powder-based SLM including all ingredients of a typical melting process: the melt pool, deep keyhole, ambient gas,
high-speed vapor, powder layer and entrained powders. The cross sections of the melt pool and powders are selected to show the melt pool,
keyhole and the vapor more clearly. Shown in the magnified inset on the left is the ambient gas vortex caused by the high-speed vapor
(with foreground powders removed for better illustration) at the ambient gas–vapor interface. The simulation case has been performed on
Ti-6Al-4V powder layers overlaying a thick plate subjected to laser illumination with a laser power of 280 W and a scanning velocity of
70 cm/s.

cases with different combinations of laser power and scanning velocity, ranging from 156 W to 416 W and from
40 cm/s to 120 cm/s, respectively, compare reasonably well the corresponding experimental radiographs on the
formation of keyholes (or vapor-filled depressions) [92]. The velocity fields of melt pool liquid shown in Fig. 10B
also reveal its dynamic nature agitated by the high-speed, high-temperature vapor in shaping the final morphology of
melt track and possible formation of defect pores. A further quantitative examination of keyhole depth and the front
keyhole wall angle, as shown Fig. 10C and D, confirms that both have a positive linear correlation with the laser
power and an inversely proportional correlation with the scanning velocity, which is consistent with experimental
radiograph observations and quantitative test data [92]. Future studies may be directed toward finding a properly
defined laser power density by combining the laser power and scanning velocity (e.g., via their ratio) to establish a
direct correlation with the keyhole depth and front keyhole wall angle. Fig. 10D further confirms our numerical data
points compare well with the linear experimental fitting line between keyhole depth and front keyhole wall angle.
The high consistency between our simulation results and the experimental data validates our numerical model for
providing reliable predictions on keyhole formation under combined influence of laser power and scanning velocity.

The keyhole formation in SLM is indeed found a highly dynamic, unstable process which is significantly affected
by the high-speed vapor. While the front keyhole wall may maintain a relatively steady angle, its back wall depicts

a highly dynamic oscillation feature as a result of the intense interaction between the metal vapor and the melt
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Fig. 10. Numerical simulations of the melt pool morphology compare quantitatively well with experimental observations and data [92].
A) Experimental observation of keyhole morphologies in P-V space [92], where P is laser power and V is scanning velocity. The eight
ases (I–VIII) marked in the figure in windows are selected for comparison with numerical simulations. (B) Simulated keyhole morphology
in red contour of temperature) in melt pool (shown by the flow velocity vectors formed in the melt pool around the keyhole) for cases I
o VIII in the P-V space marked in (a). The eight cases selected for simulations are (scanning velocity [mm/s], laser power [W]): I (400,
56), II (400, 208), III (600, 208), IV (600, 260), V (1200, 156), VI (1200, 208), VII (1200, 312), and VIII (700, 416). (C) Correlation
f simulated keyhole depth versus laser power for Case I to VIII (symbols) with experimental fitted line [92] (solid lines). (D) Correlation
f simulated keyhole depth versus front keyhole wall angle θ for Case I to VIII (symbols) with experimental fitted line [92] (solid line) in

depth-tanθ space. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

flow. In particular, the driver of the dynamic keyhole structural characteristics is the high-speed, high temperature
vapor which is kept generated by the laser from the front wall of the keyhole, as will be discussed below. Future
studies of keyhole formation should place a focus on experimental determination of physical parameters for the
generated vapor and its dynamic properties interacting with the surrounding melt liquid. The availability of such
data will further help to improve both the consistency and accuracy for the proposed multiphase semi-coupled
resolved CFD-DEM approach in simulating keyhole formation of SLM.

3.5. Dominant high-speed vapor flow dictating keyhole formation and surface melt flow

The incorporation of vaporization of melt flow and vapor dynamics with ray-tracing model for laser power in

ur approach empowers us to simulate and capture how the generated high-speed, high-temperature vapors interact

22



T. Yu and J. Zhao Computer Methods in Applied Mechanics and Engineering 399 (2022) 115422

o
a
c
f
p
a
i
a
m
s
b
e
f
v
b
b
f
I
i
w
a
v

3

p
(
s
b
h
(
F
(
e
t
F
l
t

with the melt pool liquid during the melting process and provide a dominant driving force for dynamic melt pool
evolution. Presented in Fig. 11 are three simulated cases showcasing such interactive mechanism. The generated
vapor shown in Fig. 11A and B for Case VI, at a scanning velocity of 1200 mm/s and laser power of 208 W, is
found to escape at a speed in access of 250 m/s from within the front keyhole wall and travel up and backwards
relative to the scanning director, an observation consistent with the experiment reported by Bidare [6]. In Case II
where the scanning velocity is slow at 400 mm/s with the same laser power (Fig. 11D), the escaping vapor travels
up from a deeper keyhole roughly along the vertical direction at an even higher speed as compared to Case VI. For
Case VIII (Fig. 11C) where the scanning velocity is at 700 mm/s with a high laser power of 416 W, the dynamic
oscillation of the keyhole may render the vapor travels temporarily forward to the scanning direction before escaping
upwards from the keyhole, entraining the ambient gas along its route to cause intricate vortex structures. Due to its
sustained interaction with the melt flow inside the keyhole as seen in Fig. 11C, the maximum vapor speed in Case
VIII is less than half of that observed in both Case II and Case VI.

The vapor–gas vortex structure formed in the vicinity of melt pool liquid accounts directly for the evolution
f the surface melt flow pattern that affects the surface characteristics of melt track. Presented in Fig. 11 (B–D)
re three typical ground flow patterns of the melt pool (see also the magnified insets) for cases VI, VIII and II,
oined here as flat, convex bump, and inclined flow shapes, respectively. Fig. 11E shows the ratio of surface drag
orce caused by the high-speed vapor flow to the Marangoni’s force along the center interfaces of three typical flow
atterns. Due to high scanning velocity, the vapor depression zone formed in Case VI is shallow (Fig. 11B), which
llow relative more volume of melt liquid to be mobilized. The vapor generated in this case, without a backwall like
n the keyhole cases to divert either its direction or slow it down, travels backwards nearly along the ground surface
t a rather high speed. It produces moderate surface drag, around 25% of the Marangoni’s force (Fig. 11E), to the
elt liquid that overpowers the mild vapor–gas interface vortex and pulls the liquid to travel long distance before it

lows down and builds up at the plate surface to form a mild bump. This is how the relative flat surface with mild
ump far behind pattern is formed for Case VI (Fig. 11B). In Case VIII (Fig. 11C), a relatively vertical vapor flow
scaping from the deep and relative uniform keyhole drags the melt flow upwards, leading to a strong surface drag
orce larger than the Marangoni’s force up to triple or quadruple times (Fig. 11E); strong vortexes formed at the
apor–gas interface right behind the melt pool trigger a circulation mechanism to push the melt liquid from flowing
ackward and the drag force increases rapidly to reach a value tripling of that of the Marangoni’s force from the
ottom to the top of the convex part (Fig. 11E). The two mechanisms work together to form a sharp bump surface
or this case, where the vortex circulation renders a concave back and convex form shape for the bump (Fig. 11C).
n addition to the vortex near the melt pool, two vortices are also found on both sides of the fast-moving vapor flow
n Fig. 11C and this phenomenon has been reported in a previous study [13]. The vortex in Case II is relatively
eak, causing a surface drag force smaller than 5% of the Marangoni’s force (Fig. 11E). The vapor escaping from
deep and ‘V’-shaped keyhole travels fast along vertical direction tilting backwards. They combine to push small

olume of melt liquid and form a slightly inclined melt pool surface with the Marangoni’s effect (Fig. 11D).

.6. Dynamic correlation between melt pool evolution and vapor circulation

To further examine how high-speed vapors dictate the evolution of melt pool during the melting process, we
resent in Fig. 12 a comparison of the sequential change of melt pool observed by high-speed X-ray imaging
Fig. 12A) [92] with our numerical simulations (Fig. 12B, C) for Case III (with a laser power at 520 W and
canning velocity at 700 mm/s) where a good consistency can be observed. It is striking to see the clear correlation
etween the vapor circulation with the variation of the keyhole morphology and the overall melt pool evolution. The
igh-speed vapor generated along the front keyhole wall travels backwards and downwards to depress the keyhole
Stage 2 in Fig. 12B) and further circulate upwards after interacting with the back wall of the keyhole (see inset of
ig. 12C), causing volumetric expansion of the keyhole to form a bulging tummy at the back wall of the keyhole
see Stage 3 in Fig. 12B). The circulated vapor joins the vapor generated at shallow depth to form an upward
scaping vapor flow (see inset of Fig. 12C). This vapor circulation is unsteadily interacting with the keyhole both
he keyhole walls that set a boundary between the keyhole vapor and the melt pool liquid. In conjunction with
ig. 12B, it is noticed that the drag of upward circulating vapor constantly results in an upward flux of melt pool

iquid behind the back wall of the keyhole, pushing up a continuous, yet unsteady supply of melt liquid to emerge
o the surface. The newly pumped-up liquid merges with the original bump and collapses backwards due to both
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Fig. 11. Simulated melt pool surface in relation with generated vapor and ambient gas flows for cases VI (A, B), VIII (C) and II (D). (A)
ase VI: the melt pool and generated high-speed vapor during the laser scanning. (B) Case VI: central cross-section profile of the melt
ool and velocity vector contour of vapor and ambient gas. (C) Case VIII: Central cross-section profile of the melt pool and the velocity
ector contour of vapor and ambient gas. (D) Case II: central cross-section profile of the melt pool and the velocity vector contour of vapor
nd ambient gas. Three typical shapes of the back part of the melt pool as well as the corresponding velocity field can be found in (B),
C) and (D), presenting as flat, convex bump, and inclined surfaces, respectively. (E) The ratio of surface drag force caused by the vapor
ow to the Marangoni’s force along the selected interface in the center longitudinal cross section of cases VI, VII and II. Three selected

nterfaces and their corresponding velocity fields are shown in the right panel. The length of each selected interface is 80 µm, represented
by 16 CFD cells, and the x coordinate (Distance) starts from the left side of the selected interface. The first 27.5 µm represents the left side
of the convex bump surface and other 52.5 µm represents the right side of the convex bump surface. The Marangoni’s force and the surface
drag force are calculated based on the Marangoni’s term and the viscous term in Eq. (20) respectively. Large curve fluctuations occur in
the right side of the convex bump surface due to small temperature difference at the surface and the nonlinear temperature field.
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Fig. 12. Comparison of the simulated melt pool evolution with experimental observations where the melt pool develops a representative
cycle of six stages according to surface melt pool shape changes which are directly correlate to the keyhole dynamics dictated by the vapor
generation and motion at the keyhole wall. (A) Snapshots of melt pool evolution during melting process obtained from the supplementary
materials [92]. The laser power is 520 W and the scanning velocity is 70 cm/s (corresponding to Case VIII herein). (B) Half sections of
melt pool for case VIII. (C) Contour of velocity vector of vapor (inset shown a magnified view in the keyhole bulge portion) along the
center profile of Case VIII.

gravity and surface tension, forming a convex surface as shown in Stage 3 in Fig. 12B. Its continuous flow leads to
the observation in Stage 4 to Stage 6 in Fig. 12B. It is particularly interesting to observe the direction causation of
a bulging keyhole showing a shrinking throat with the subsequent buildup and collapse of the surface heave flow
of the melt pool as shown in Fig. 12C. Such mechanism would not have been possibly revealed without physical
consideration of vapor and vapor dynamics in a numerical simulation.

It is interesting to further elaborate the evolving surface melt pool buildup caused by the vapor circulation and
eriodic depression of keyhole morphology. Evidently from Fig. 12B, the melt pool liquid pushed up onto the
urface undergoes an evolving surface morphology in the following typical sequence: (1) an initial relatively flat,
orward inclined shape at Stage 1; (2) a buildup of sharp heave due to more liquid being pushed out from the
eyhole by the vapor (Stage 2); (3) the backward collapse of the heave to form a lower convex surface (Stage
); and (4) continuous spread of the surface melt pool to a flat surface (stages 4 to 6). This process is iteratively
epeated as a representative evolution cycle for melt pool, confirmed by both our numerical simulations and X-ray
maging [92]. These sequential evolutions are directly related to the morphological and volumetric changes of the
eyhole under dynamic impact of high-speed vapor during these stages.

.7. Powder motion driven by joint force of high-speed vapor and entrained gas vortex

It is frequently observed in experiments that powder particles close to the laser beam are entrained or dispelled
o leave the powder bed under the joint influence of high-speed vapor and ambient gas, which may cause scattering
nd spattering of powders during the laser melting process, as shown by the snapshot shown in Fig. 13A [6]. This
ay further undermine the quality of built parts. To examine the melting induced powder motion, we present in
ig. 13B, C our simulations on the evolution of melt track, vapor and powder motions during the melting process.
t is evident that the high-speed vapors generated from the melt pool can mobilize the surrounding unmolten solid
owders to displace and scatter, the direction of which depends crucially on the vapor flow characteristics. Note
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that the powder bed in our simulation is composed of only two layers and the top layer is more vulnerable for
such mobilization. To inspect the detailed variation of powder motions in response to the vapor flow, we further
present in Fig. 13D the contours of velocity vector of vapor flow in four regions of the powder bed at 140 µs of
our simulation, where regions I and II, regions III and IV are chosen to the left and right sides of the generated
vapor as shown in the figure, respectively. The vapor inclination in this case is backwards, similar to the observed
case in Fig. 13A. The particles in the top portion of region I are pushed backwards along the vapor flow direction,
with a velocity at around 8 m/s. Similar velocity vector of the entrained ambient gas shown in region IV accounts
for the lifting of powders in front of the laser beam. Two mild vortices can be found at the ambient gas–vapor
interface in Region II and III, similar to the observation in Fig. 11, where the particles can be mobilized to move
at a speed of several meters per second. The vortex in region II will lift the affected powders into the vapor flow
and carry them to fall back into the surface melt pool of the solidified surface; the vortex in Region III can pull
the moving powders in the ambient gas back into the vapor flow and some of them may further fall into the melt
pool. Both mechanisms may possibly help to increase the number of powders melted during the scanning process,
but they may also potentially account for some partially molten particles found in the melt pool that contribute
to undesired surface roughness and melting quality for the final product. Fig. 13E and F further show detail of
the surface characteristics of the vapor flow and melt pool dynamics caused depression, surface melt pool flow,
denudation zone, spatters and partially melted powders (c.f. Khairallah et al. [8,49,50]).

4. Discussion

Technological advances on laser powder bed fusion for metal additive manufacturing can be achieved with
better understanding of physics and working mechanisms of laser melting process of metallic powders. It
mandates the development of new high-fidelity, high-resolution prediction tools to overcome the physical limits of
experimental observation techniques [12]. The multi-phase semi-coupled resolved CFD-DEM approach proposed in
this study offers such a pathway for future research and development of metallic-powder-based laser melting. The
proposed approach has been developed as a general-purpose computational tool to solve a class of multiphase,
multiphysics problems for granular solid–fluid systems that involve thermal-induced phase changes (including
fusion, vaporization, and solidification) and dynamic interactions among frictional solid grains and multiphase
fluids. The method has been applied for simulations of selective laser melting of Ti-6Al-4V powder. The results
demonstrate encouraging quantitative and qualitative consistencies with experimental observations and showcase a
promising predictive capability. The following discussion is further devoted to several specific aspects pertaining to
metallic powder based SLM process, both from numerical modeling and experimental testing technique perspectives,
to advance our understanding of SLM to a next level.

First, we highlight in this study the importance of considering vaporization of melt pool liquid and the ensuing
vapor flow that impacts essentially all other aspects the laser melting process that need to be modeled. As pointed
out by Khairallah et al. [8,49,50], the surface melt pool temperature at the laser spot may reach boiling point to
cause vaporization and the generated vapor recoil pressure forces the melt pool surface to create depression. They
however have not been able to resolve the vapor flow separation from the liquid phase and further interaction with
the ambient gas, which has been rigorously considered in this study. In doing so, five pertinent aspects related to
the modeling of physical processes of SLM can be improved. (a) The circulation of high-speed, high-temperature
vapors within the depression and their escaping flow to the track surface can contribute equally important as the
recoil pressure and Marangoni surface flow do to the morphological variation and instability of keyholes. Indeed,
as shown in Fig. 12, the vapor circulated or generated from the bottom part of the keyhole may push an upward
movement to escape, during which it changes oscillatorily the backwall profile of the keyhole and causes possible
depression instability joining with other forces. Meanwhile, the vapor circulation may contribute partially to the
redistribution of temperatures of the keyhole wall and thus possible changes of surface tension and Marangoni
surface convection. (b) The mixing process of high-speed vapor escaping from the depression with the surrounding
ambient gas can cause interesting vortex flow as shown in Fig. 11 that join forces with the surface Marangoni
convection, surface tension, buoyancy, and gravity force to shape the surface melt pool flow and final melt track
when cooling down. (c) High-speed vapor may attribute to the sparking and scattering of powder grains as shown
in Figs. 9 and 13, in addition to the melt flow induced sparking and spattering [6], to cause possible defects to
the final print part [99]. (d) High-speed vapor flow in conjunction with ambient gas vortex may also contribute
partially to the so-called “denudation zone” (Fig. 13E, F) coined by Khairallah et al. [8,49,50] that account for the
26
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S

Fig. 13. The experimental result (A) and simulation results (B–D) of powder-based SLM. In this simulation, the laser power is 120 W and
the scanning velocity is 700 mm/s. (A) Schlieren images of vapor and entrained powders at 100 W and 500 mm/s [6]. (B) The melt track
evolution (top view) during the melting process from 0 µs to 310 µs. (C) The high-speed vapor and vapor-induced powder motions (side
view) during the melting process from 0 µs to 310 µs. (D) The half section of melt pool and powders, and the velocity vector contour
of the center profile at 140 µs. The drawing of partial enlargement for region I to IV is provided to show clear velocity field. (E & F)

napshots of refined top view of the melt track at 305 µs and 310 µs, showing key features of the melt pool dynamics including depression,
melt pool flow, the denudation zone, spatters, and partially melted powders.
27



T. Yu and J. Zhao Computer Methods in Applied Mechanics and Engineering 399 (2022) 115422

i
S
r
b
s
m
i
c
o
t
r
t
p
o
t
p
s
a
e
q
m
l
m

o
m
d
d
s
a
m
s
a
p
g
m
a
T

various printing defects such as lateral pores, open and trapped pores as observed experimentally [100–102]. (e) The
inclusion of ambient gas flow induced by the metallic vapor flow also helps to offer a possible way to rigorously
consider both evaporative and radiative surface cooling of the surface melt pool liquid, so as to determine the
surface temperature accurately [8,49,50]. As a result, our integrated coupling framework with full consideration of
vaporization and the generated high-speed, high-temperature vapor empowers us to seamlessly combine a full range
of forces including recoil pressure, Marangoni convection, surface tension, buoyancy force, laser power absorption
by a high-definition ray tracking energy source model, intricate vapor–flow–powder–gas interactions, and their
implications on the entire melt pool dynamics [8,49,50]. In recognizing its importance, our study also pinpoints
future challenges and directions for experimentalists to develop next-generation observation tools and techniques to
capture and quantify the generation of metallic vapors and how complicated physics comes into play during their
interactive lifespan with surrounding melt liquid, powders, and ambient gas to shape the entire melting process.
High-quality quantifiable experimental data are highly desirable in this respect for future validation of advanced
analytical models.

Second, the discrete nature of powders must be properly considered in numerical modeling of SLM. The
mplication is multifold. (a) Frictional, freely mobilizable powders constitute a key part of the dynamical process of
LM. As shown in Fig. 13, powder motion may be driven by melt pool flow through spattering, by laser generated
ecoil pressure and the high-speed vapor flow escaping from the keyhole at the top, and by the vortex formed
y ambient gas. The inter-particle collision and settling of these mobilized powders may affect the density of
urrounding powder layers and possible edge pores for future melting track and can also affect the quality of
elt track if they fall into the surface melt pool [98,103]. They may even fall back into the keyhole depression

f conditions fit [8], which can cause keyhole instability and generation of possible pores at keyhole tip. Realistic
onsideration of discrete powders and their motions in different flow fields is critical. The introduction of DEM in
ur coupling scheme enables the capture of these features flexibly and accurately. (b) High-definition modeling of
he partial melting process of each individual powder grain is a critical step in achieving high-fidelity simulation
esults. As emphasized by Khairallah et al. [8,49,50], the laser rays may land and heat the top of a powder grain
o cause inhomogeneous energy deposition and heat diffusion within the powder, which may be further reinforced
ossible shadowing effect of ray tracks. All these physical processes may cause partial or progressive melting
f a powder particle. Our study employs a semi-coupled CFD-DEM in conjunction with a high-resolution ray
racing laser model to resolve the inhomogeneous temperature field within a powder grain to capture the partial or
rogressive melting realistically. As each DEM particle needs to be matched with a fully resolved CFD mesh to
olve the inhomogeneous temperature field for melting in our study, this inevitably incur computational complexity
nd cost [104]. To improve both efficiency and accuracy or an optimal compromise between the two will be an
ffort of future research. (c) Powder layer density is an important factor affecting the melting process and melt part
uality but has received relatively less attention [84,105,106]. Modeling the layering process of powders as discrete,
ovable frictional particles can help to achieve this important goal. The use of DEM in our coupling framework

ends the convenience to consider this process and to examine the effect of powder layer density on the entire
elting process in a rigorous integrated manner.
Third, the availability of such a high-fidelity, high-resolution computational model offers exciting future

pportunities to possibly examine key processes of SLM quantitatively for controllable printing design. Amongst
any, the most interesting yet challenging aspects of SLM are perhaps the keyhole formation and melt pool

ynamics [9,11,92,99]. Their understanding hinges crucially on a quantifiable differentiation of the relevant
ominance of influencing forces [9], including the more conventional forces governing most multi-phase flows
uch as gravity, viscus force, buoyancy, and surface tension, and major thermal related force terms or effects, such
s recoil pressure, Marangoni convection and metallic vapor pressure. The stability of keyhole (or depression) is a
ajor concern in laser melting. The stability analysis can indeed be partitioned into two portions of a typical keyhole

tructure bounded by the keyhole tip, its front wall and the back wall. The characteristics of the front keyhole wall,
s shown in Fig. 10, show a uniquely steady tilting angle during the moving of keyhole that is proportional of laser
ower and scanning velocity. The laser energy is mainly absorbed by the front keyhole wall up to the bottom tip,
enerating a high temperature (see Figs. 10B and 12C for example) that exceeds the boiling temperature of the
elt pool liquid to induce vaporization and causes high recoil pressure in this portion. This recoil pressure acts

s a dominant driving force to counterbalance other collapsing forces to maintain the stability of the front wall.

he Marangoni’s effect is relative secondary since the temperature field of the melt pool liquid in this front wall
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side is relatively homogeneous. Nevertheless, the Marangoni convection may help to render a more homogeneous
temperature field along the front wall side to enhance the stability. The recoil pressure and Marangoni convection
join to counterbalance major collapsing forces including surface tension exerted on the front wall, leading to a
dynamically steady front wall for the keyhole. The angle of this wall is dependent on the relative magnitude of the
two counterparts, where the recoil pressure can be related to the laser energy density which is further a function of
combined laser power and scanning velocity. Future experimental or numerical studies can be devoted to quantitative
examination of the threshold of this recoil pressure in relation with the laser energy density and induced vaporization
to offer better reference for the design of scanning scheme.

The dynamical oscillation of its back portion of a keyhole during the melting process, as exemplified in Fig. 12A,
s in stark contrast to its stable front wall. The oscillation is indeed an integrated portion with the ensuing surface

elt pool flow that constitutes the overall melt pool dynamics. The generated vapor and vapor flow in conjunction
ith recoil pressure play a dominant role in both supporting the keyhole and disrupting its stability at the backwall
f the keyhole due to its highly dynamic nature. As shown in Figs. 11C and 12C, the vaporization generates high
apor which may be directed straight toward the back wall or travel downwards, forming a complicated vapor
irculation within the keyhole from its bottom and moving further upwards to the top before escaping at different
irection to the ambient gas. The entire circulation is highly dynamically and frequently instable, contributing to
he observed oscillation of the backwall of the keyhole wherein the vapor pressure counters other forces such as
ravity and surface tension. The surface drag force caused by the vapor flow at the top of the sharp bump surface
an reaches triple Marangoni’s flow, as shown in Fig. 11E. Meanwhile, the backwall of keyhole does not possess
temperature as high as the front wall, but the temperature exhibits an apparent decrease from the keyhole tip

o the back wall (see Fig. 11B). The temperature gradient along the backwall of the keyhole causes considerable
arangoni’s convection which becomes a dominant force along the backwall of the keyhole, and the surface drag

orce caused by the vapor flow only accounts for around 25% and 5% of the Marangoni’s force in the back part
f the melt pool (see Fig. 11E). This Marangoni’s effect joins hand with the recoil pressure to drive the melt pool
iquid to flow from the tip part upwards to the surface. When reaching the surface, the transported melt pool liquid is
urther forced by the escaping vapor and entrained ambient gas to move backwards, exhibiting different surface flow
ynamics as shown in Fig. 12C. During the surface flow process, recoil force, gravity and surface tension also join
he force to play a role. The above only provides a qualitative explanation of the observation on keyhole stability
nd the overall melt pool dynamics. The entire process is complicated and may incur intricate mechanisms for pore
efect generation at both the tip and edges of the keyhole [12,107], which demands further refined simulations to
uantify the underlying physics in the future.

. Conclusions

In conclusion, the study offers a next-generation three-dimensional computational tool, based on rigorous
oupling of CFD and DEM, that empowers us to investigate rigorously and comprehensively the multiphase,
ultiphysics mechanisms underlying thermal-induced phase changes in a granular media-fluids system. Its predictive

apability is demonstrated by simulations of selective laser melting of Ti-6Al-4V powder and shows a great potential
or future quantitative analysis of laser powder bed fusion in metallic additive manufacturing. Specifically, the effect
f the high-speed vapor on the melt pool, keyhole, and powders has been discussed in detail. The corresponding
echanism requires further quantitative analysis for improving the SLM technology. As a general-purpose tool,

he proposed framework is equally applicable for addressing engineering challenges beyond 3D printing. Tangible
roblems of important engineering significance that can be tackled by the proposed framework include methane
ydrate exploitation [108], soil freeze and thaw in permafrost regions [109], snow avalanches [110], and glacial
ce melting [111]. Methodologically, the high computational cost incurred by the multiphase, multiway coupling

agnified by fine temporal and spatial resolutions may pose a major drawback restricting its practical applications
or large-scale simulations, the solution of which mandates efficient parallel computing techniques on of high-
erformance computing facilities. Note that all cases included in this study have been run on the Tianhe II National
upercomputer. In addition, highly refined simulations are required to gain deeper insights into the microscopic
ynamics of keyhole and melt pool, such as the porosity generation mechanism at the moving keyhole tip and the
ynamics of the generated inner pores in the melt pool. Finally, the proposed numerical framework needs substantial
urther extension to enable seamless, systematic investigation of the mechanical behavior of the built parts, such as
he surface roughness, porosity, and mechanical properties. The extension may be built upon further enrichments of
ur multi-layer DEM model [53] or coupling with other numerical methods such as FEM as a mechanical solver,

hich will be explored in the future.
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